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Preface 

Recording cultural heritage, its transformation from the analogue to digital through 
3D digitisation, modelling and documentation, has become a vital methodology. Using 
advanced technologies, such as photogrammetry, laser scanning, computer tomography, 
and multispectral imaging, heritage professionals can now create detailed digital 2D/3D 
representations of sites, monuments, and artefacts. However, a critical question arises: 
Is our goal merely to create Digital Twins, or to go further, toward Memory Twins? 

Digital Twin: A Structure, Form, Function, and Technical Insight 

The Digital Twin is a concept born in engineering (the automotive and aerospace indus-
tries) in the areas of Computer-Aided Design (CAD), Computer-Aided Manufacturing 
(CAM), and Computer- Integrated Manufacturing (CIM) in the 1970s and 1980s, it 
then found application in the architecture and civil engineering sectors, and is now 
widely used in the digital heritage/cultural informatics and e-humanities field. It refers 
to a high-fidelity, data-rich 3D model that mirrors a real-world object or site, enabling 
2D/3D reconstruction, modelling, archiving, simulation, restoration, preservation, and 
monitoring. In the context of cultural heritage, Digital Twins are instrumental for:

• the creation of architectural designs;
• restoration planning and virtual reconstructions;
• structural diagnostics and preventive conservation;
• monument(s) and site(s) management systems;
• environmental and condition monitoring (GIS, etc.);
• tourism management systems; and
• enabling remote access and interaction. 

These models provide a geometrical and technical insight – accurately replicating a 
site’s form, structure, and current condition. Yet, while a Digital Twin shows what the 
object is, it does not always explain why it matters. 

Memory Twin: Context, Story, and Cultural Significance 

The Memory Twin has emerged as a profound evolution of the Digital Twin. It does not 
replace it, but extends it. While built upon the same technical foundation, the Memory 
Twin embeds within the 3D model the historical knowledge, the unique story, the cultural 
value, and, ultimately, the authentic memory and identity of the heritage asset. 

It asks deeper questions:

• Why is this object named a “Monument”, and why is it important?
• What stories or knowledge does it hold?
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• Why must it be preserved for future generations? 

The Memory Twin transforms the digital model into a value-bearing cultural artefact 
by integrating:

• historical narratives and scholarly interpretation;
• intangible heritage (rituals, memories, emotions);
• archival records, inscriptions, oral histories; and
• multilingual paradata, metadata and ethical context. 

This holistic approach aligns with the FAIR (Findable, Accessible, Interoperable, 
Reusable) and CARE (Collective benefit, Authority to control, Responsibility, Ethics) 
principles, ensuring that digital documentation is both technically robust and ethically 
grounded. 

Empowering the Memory Twin with ICT and XR 

In the era of extended reality (XR) and the Metaverse, Memory Twins offer transfor-
mative potential. By combining precise 3D models with immersive storytelling, we 
can create experiential environments where artefacts, buildings, and monuments are no 
longer silent but act as accumulators of memory – they speak, interact, and teach. 

Imagine:

• a ruined temple that narrates its own history in the voice of its ancient builders or 
owners;

• a museum object that tells of its cultural journey across centuries and continents; or
• a destroyed heritage site reconstructed in XR to teach peace, remembrance, and 

resilience. 

In such immersive settings, Memory Twins do more than represent the past – they 
inspire the future. They serve as tools for education, empathy, innovation, and identity-
building. 

Conclusion 

The Digital Twin gives us structure, form and function – but the Memory Twin gives 
us the story, meaning, and memory. It is not enough to preserve geometry; we must 
preserve identity. In a time when digital technologies offer new possibilities for heritage, 
the Memory Twin calls on us to use the full power of ICT not only to reconstruct the 
past but to connect it meaningfully to the present and the future. 

Cultural heritage is not static; the Memory Twin acts as an accumulator of knowledge 
over time – a dynamic and expanding container of historical, cultural, and interpretive 
layers. In doing so, it becomes a cornerstone of a circular cultural economy, where 
lessons learned from the past inform the design of the future. This model allows us not 
only to preserve heritage but to activate it – transforming memory into a resource for 
innovation, identity, resilience, and sustainable development.
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These digitally documented cultural objects – these accumulators of memory – 
become our lighthouses and semaphores. They illuminate the path forward, signalling 
through the noise of the present with the clarity of accumulated human experience. In 
preserving their stories, we equip ourselves to navigate the complexities of the future – 
guided by memory, grounded in history, and inspired by the enduring value of our shared 
heritage. 

By documenting with accuracy, embedding cultural knowledge, and designing for 
immersive storytelling, we ensure that what we preserve today will speak clearly and 
powerfully to the generations of tomorrow – not only to remember, but to improve. 

The papers included in this State-of-the-Art Survey were originally submitted and 
approved to the workshop organized by the UNESCO Chair on Digital Cultural Her-
itage during the EuroMed 2024 conference in Cyprus. The double-blind review of the 
42 papers originally submitted was carried out by 24 experts in the domain of Digital 
Cultural Heritage. Further cooperation and research will remain critical to the develop-
ment of 3D CH digitisation practice, guaranteeing that digital assets are credible and 
useful for future generations. 

August 2025 Marinos Ioannides
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Paradata, Metadata, and Data in the Digitisation 
of Cultural Heritage: A Memory Twin 

Perspective 

Anthony Cassar(B) 

Heritage Malta Head Office, 35, Dawret Fra Giovanni Bichi, Il-Kalkara KKR 1280, Malta 
digitisation@gov.mt 

Abstract. This chapter explores the evolving role of metadata and paradata in 
the digitisation of cultural heritage and introduces the Memory Twin concept as a 
holistic framework that integrates both tangible and intangible dimensions of her-
itage. Drawing on historical milestones, technological advances, and European 
policy initiatives, it argues for a paradigm shift from data-centric to memory-
enriched digitisation. The chapter presents insights from Heritage Malta’s digiti-
sation initiatives, highlighting challenges related to standardisation, context loss, 
and ethical issues in emerging technologies like AI. It emphasizes the need for 
certified frameworks for metadata and paradata to ensure transparency, repro-
ducibility, and long-term preservation. The Memory Twin approach captures not 
only the form but also the meaning, memory, and cultural narratives embedded 
in heritage assets. By incorporating participatory practices and interdisciplinary 
governance, it advocates for a more inclusive, context-sensitive, and ethically 
responsible future in heritage digitization. 

Keywords: MemoryTwin · Paradata · Metadata 

1 Introduction 

The digitisation of cultural heritage has made significant strides since the 1960s, largely 
propelled by continuous advancements in computing, imaging, and data management 
[1, 2]. Initial efforts during this period focused on creating basic databases to catalogue 
physical collections. By the 1980s, the introduction of digital imaging technologies 
enabled cultural institutions to produce visual records of manuscripts and artefacts, 
enhancing both documentation and accessibility [3]. The 1990s and 2000s marked a 
turning point, as innovations such as laser scanning and photogrammetry facilitated the 
detailed three-dimensional documentation of heritage assets, significantly improving 
preservation and research capabilities [4]. 

At the same time, major international efforts have highlighted the growing recogni-
tion of digitisation as a tool for cultural preservation and access. UNESCO’s Memory 
of the World programme, launched in 1992, was established to protect and promote the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2026 
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world’s documentary heritage by ensuring the long-term preservation and global acces-
sibility of significant archives and library collections. Its aim was to combat the risk 
of collective amnesia and encourage the sharing of knowledge. Similarly, the launch of 
Europeana in 2008—now the largest digital platform for cultural heritage in Europe—has 
provided unprecedented access to collections from a wide range of cultural institutions 
across the continent, reinforcing the critical role of digital technologies in safeguarding 
heritage for future generations. 

Since the early 2010s, the European Union has played a pivotal role in shaping 
digitisation policies that emphasize open access, interoperability, and the integration of 
artificial intelligence in restoration workflows. However, despite these efforts, new chal-
lenges continue to emerge, particularly regarding context, meaning, and the integration 
of intangible heritage as well as the lack of clear methodologies and standards to cover 
such data acquisition of Cultural Heritage especially in the area of 3D data acquisition. 

As the Digitisation Unit at Heritage Malta, we have experianced significant advance-
ments in technology that are profoundly transforming the ways in which cultural heritage 
is accessed, interpreted, and preserved.. But with all these powerful tools at our finger-
tips, another challenge is becoming more and more clear: it is not just about creating 
high-quality digital replicas. We need to make sure that what we capture digitally also 
reflects the full depth, meaning, and identity of the original object or site. It is about pre-
serving the story, the context, and the soul of our heritage—not just its appearance—so 
that future generations can connect with it in a way that is authentic and complete. A 
more complete digitisation approach will allow us to understand the past but also learn 
for the future. 

2 From Data Capture to Cultural Context 

As 3D digitisation efforts continue to expand, much of the focus remains on capturing 
the physical characteristics of artefacts and sites. Technologies like LiDAR and pho-
togrammetry have made it possible to produce highly accurate digital models, marking 
significant progress in both the preservation and accessibility of cultural heritage [5]. 
However, this technically oriented approach often fails to account for the contextual, 
social, and emotional dimensions that imbue heritage with deeper cultural significance. 

At Heritage Malta, we frequently encounter the limitations of narrowly focused 
methodologies in data acquisition. A highly precise 3D scan of a statue or building, 
while technically impressive, often falls short of conveying the cultural context—the 
stories, rituals, and human interactions that truly define its significance. Much of this 
contextual information does exist, but is often siloed in separate departments, such as 
curatorial or conservation, where it is documented in ways that are not easily accessible 
to be integrated into digital representations. 

This realization prompted us to seek ways to adopt more holistic documentation 
strategies that go beyond standard descriptive and administrative metadata. We have 
now started to actively incorporate Paradata— information that captures the decision-
making processes, interpretative choices, and the rationale behind the creation of a digital 
surrogate. As it has been proven this approach not only enhances the authenticity and 
interpretive richness of digital objects but also fosters greater collaboration between 
departments, encouraging a more integrated and meaningful representation of heritage.
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Yet, this shift exposed a deeper structural challenge: the lack of clear, widely adopted 
standards and methodologies for data acquisition in cultural heritage digitisation. This 
is particularly evident in the realm of 3D digitisation, where practices vary greatly in 
terms of resolution, file formats, capture protocols, and intended use. Without coherent 
frameworks, it becomes difficult to ensure interoperability, long-term preservation, and 
the ability for others to meaningfully reuse or reinterpret the data. 

The integration of both the FAIR and CARE principles provides a comprehensive 
framework for responsible and meaningful digitisation of cultural heritage. The FAIR 
principles—Findable, Accessible, Interoperable, and Reusable—serve as a technical 
benchmark for enhancing the discoverability and utility of digital heritage assets [6]. 
However, in the field of 3D data, achieving true FAIRness remains challenging due to 
inconsistent documentation of contextual and interpretive information. This is where the 
CARE principles—Collective benefit, Authority to control, Responsibility, and Ethics— 
play a crucial role, bringing ethical considerations to the forefront, especially when digi-
tising heritage that is community-held or culturally sensitive [7]. Together, FAIR and 
CARE ensure that digitisation is not only technically sound but also socially and ethi-
cally grounded. Additionally, while the CIDOC Conceptual Reference Model provides 
a robust semantic structure for documentation [8], its inconsistent application in 3D 
digitisation highlights the need for more unified and ethically aware data governance in 
heritage practices. 

The challenge is compounded in the case of intangible cultural heritage [], where the 
subject matter is inherently dynamic, context-dependent, and often resistant to standard-
isation. Capturing the essence of a performance, ritual, or oral tradition requires flexible 
and culturally sensitive methodologies. Although the UNESCO 2003 Convention for the 
Safeguarding of Intangible Cultural Heritage offers a conceptual framework, the trans-
lation of its principles into digital documentation practices is far from straightforward, 
and varies widely across institutions and communities. 

3 Towards Standards and Certification in Metadata and Paradata 
for Cultural Heritage Digitisation 

To address the fragmentation and inconsistency observed in data acquisition practices, 
it is essential to strengthen the foundation upon which digitisation workflows are built: 
namely, the structured documentation of both metadata and paradata. These two elements 
serve as the twin pillars supporting not only the discoverability and interoperability 
of digitised heritage, but also its interpretive richness, scientific reproducibility, and 
long-term preservation. 

Metadata plays a well-established role in the digitisation of cultural heritage, pro-
viding descriptive, administrative, and structural information that identifies and contex-
tualizes digital objects. This includes essential data elements such as an artefact’s title, 
creator, date, materials, provenance, and associated rights. To ensure interoperability, 
discoverability, and long-term accessibility, institutions rely on established metadata 
and ontology schemas. In the field of cultural heritage digitisation, several established 
metadata standards play a crucial role in ensuring the discoverability, interoperability, 
and preservation of digital assets. The Dublin Core Metadata Element Set, developed
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by the Dublin Core Metadata Initiative (DCMI), provides a widely adopted, general-
purpose framework comprising 15 basic elements such as Title, Creator, Subject, and 
Date. For more semantically rich representations, the CIDOC Conceptual Reference 
Model (CIDOC-CRM), developed by ICOM’s International Committee for Documen-
tation, offers an ontology that supports complex historical and contextual relationships 
between entities. The Europeana Data Model (EDM), used by Europeana, is designed 
for multilingual and linked data aggregation across European cultural institutions. The 
Metadata Encoding and Transmission Standard (METS), an XML-based schema from 
the Library of Congress, enables the packaging of digital content alongside metadata. 
Finally, PBCore, an extension of Dublin Core developed by U.S. public media organisa-
tions, addresses the specific needs of audiovisual content management in broadcasting 
and archiving contexts. While metadata is vital for identifying and organising digital 
assets, it typically focuses on what the object is, rather than how it was digitally cre-
ated or interpreted. Before meaningful reuse of 3D assets and digitised cultural heritage 
can occur, we must also ensure a deep understanding of the context, significance, and 
provenance of these assets. Without this foundation, there is a growing risk of mis-
representation—especially through AI-generated visualisations which, while visually 
compelling, may lack accuracy or authenticity. These outputs can inadvertently dis-
tort historical narratives, reinforcing the urgent need for comprehensive paradata and 
culturally informed documentation in all digitisation workflows. 

This is where paradata becomes critical. Paradata documents the decisions, meth-
ods, and technical workflows that lead to the creation of a digital asset. It provides 
transparency into the data acquisition process: what equipment was used, what resolu-
tion was selected, what software processed the raw data, what interpretive choices were 
made during modelling or restoration, and even the conditions under which data capture 
occurred. While metadata preserves the object’s story, paradata preserves the story of 
the digitisation process itself. 

The absence of documented paradata in many digitisation initiatives has been repeat-
edly flagged as a barrier to quality assurance and reproducibility. As highlighted in the 
Study on Quality in 3D Digitisation of Tangible Cultural Heritage [9], most practitioners 
acknowledged that they either did not record paradata or lacked standardised mecha-
nisms to do so. This creates blind spots in the digital lifecycle of heritage assets, leaving 
future users unable to assess the data’s accuracy or understand the rationale behind its 
production. 

Recognising this gap, there is a growing consensus around the need to develop stan-
dardised and certifiable frameworks for the documentation of metadata and paradata 
in cultural heritage digitisation. Such frameworks would serve multiple, interconnected 
purposes that collectively enhance the quality, reliability, and sustainability of digital 
heritage efforts. Firstly, they would enable consistency across projects by establishing 
common terminologies, formats, and levels of detail, ensuring that digitisation outputs 
from different institutions and countries can be more easily aligned, compared, and inte-
grated. Secondly, by clearly documenting acquisition methodologies and interpretive 
decisions, these frameworks would foster greater transparency and trustworthiness, par-
ticularly critical for scholarly research and conservation work where the reliability of 
digital surrogates is paramount. Thirdly, well-structured metadata and paradata support



Paradata, Metadata, and Data in the Digitisation of Cultural Heritage 5

long-term preservation and interoperability; as technologies continue to evolve, the avail-
ability of robust documentation ensures that digital objects can be migrated, reprocessed, 
or reused without losing essential contextual information. Moreover, a certification sys-
tem built on these frameworks would introduce quality benchmarks, offering cultural 
institutions a means to validate their digitisation practices against international standards. 
Finally, such an approach would significantly advance the FAIR data agenda within the 
cultural heritage sector, ensuring that digital assets are not only findable and accessible, 
but also interoperable and reusable in meaningful and context-rich ways. 

By incorporating both metadata and paradata into the digitisation workflow, institu-
tions can more effectively meet the FAIR principles not only technically, but also contex-
tually. While models such as CIDOC-CRM provide semantic grounding for metadata, 
their extension into paradata—especially in 3D digitisation—is still underdeveloped. 
Some initiatives have begun to explore paradata taxonomies, but widespread adoption 
remains limited due to the lack of consensus on what constitutes “sufficient” paradata, as 
well as the absence of user-friendly tools for its collection and integration. Ensuring high-
quality paradata collection is essential in the digitisation of cultural heritage. Under the 
guidance of the UNESCO Chair in Digital Cultural Heritage, we have begun implement-
ing structured methodologies for paradata documentation. These approaches are being 
applied both in our routine digitisation workflows and in the context of two Horizon-
funded projects—STECCI (www.steccihorizoneu.com/) and Heritalise (https://herita 
lise-eccch.eu) where we are extensively involved in the digitisation work packages and 
hold primary responsibility for data acquisition activities. 

At Heritage Malta, we are beginning to pilot internal protocols that document the 
scanning pipeline in detail, incorporating both technical parameters and interpretive deci-
sions. This approach not only improves our internal workflows but encourages greater 
cross-departmental collaboration, as curators, conservators, and technologists contribute 
their expertise to a shared framework. Our long-term aim is to advocate for the formalisa-
tion of such practices at national and European levels, contributing to the development of 
certified standards for cultural heritage data acquisition, especially in emerging domains 
such as 3D digitisation and the documentation of intangible heritage. 

As the field of digital acquisition of Cultural Heritage continues to evolve, the true 
value of cultural heritage digitisation will lie not only in the accuracy of its digital copy 
but in the meaningful recording of the context and processes that brought them into 
being. Metadata and paradata, when effectively standardised and certified, provide the 
foundation stones and structure necessary for a more holistic, trustworthy, and future-
proof cultural record being developed through the Memory Twin. 

4 Introducing the Memory Twin Concept 

Building on the integration of data, metadata, and paradata, the Memory Twin concept 
is emerging as a transformative framework for cultural heritage preservation. Unlike 
conventional digital twins, which focus primarily on the accurate digital replication of 
physical objects, Memory Twins seek to embed the intangible cultural layers that sur-
round those objects—rituals, stories, historical perceptions, and lived experiences. This 
approach recognises that heritage is not composed merely of artefacts or architecture,

http://www.steccihorizoneu.com/
https://heritalise-eccch.eu
https://heritalise-eccch.eu
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but of the collective memory that endows them with meaning [10]. In this sense, Memory 
Twins offer a more holistic and human-centered representation of cultural heritage. 

The Memory Twin turns objects into artefacts and buildings into monuments. A 
recent example from our temporary exhibition An Island at the Crossroads at the Malta 
Maritime Museum brings this to life. Among the grander displays, one object stood out— 
a small, faded Angry Birds bouncy ball. On its own, it seemed insignificant. But once 
visitors learned it had been the only life-saving item a child carried during a dangerous 
sea crossing from North Africa to Malta, it took on a deeper meaning. It wasn’t just 
a toy—it became a testament to identity, struggle, and survival. That is the power of 
the Memory Twin: giving space for stories that transform the ordinary into something 
unforgettable (Fig. 1). 

The need to evolve metadata and paradata practices becomes even more urgent 
in light of this shift. Traditional documentation models—while effective in describing 
physical attributes and digitisation workflows—fall short when it comes to encoding 
the emotional, historical, and experiential dimensions of heritage. To fully realise the 
potential of the Memory Twin, we must extend our data frameworks to include new 
types of metadata and paradata that capture this cultural depth. 

These extensions include narrative-driven metadata, which incorporates oral histo-
ries, storytelling, and user interactions that enrich the semantic layers of digital models. 
Equally important is the inclusion of experiential paradata—information that not only 
records how an object was digitised, but also how it was historically used, interpreted, 
and remembered by communities. In certain cases, the inclusion of multisensory data— 
such as ambient soundscapes, environmental conditions, or haptic interactions—can 
offer users a fuller, more immersive engagement with heritage objects and sites. 

Promising models for this kind of integrated documentation already exist. The 
Holistic Heritage Building Information Modelling (HHBIM) approach, developed at 
the Politecnico di Milano and the Cyprus University of Technology, has begun to embed 
historical narratives and storytelling elements into traditional data frameworks, cre-
ating a structured pathway toward more layered digital reconstructions. This model 
offers a foundational architecture upon which the principles of the Memory Twin can 
be expanded. 

The conceptual and emotional richness of the Memory Twin was perhaps most 
powerfully expressed during this year’s EuroMed conference. Following the keynote 
speech on the opening day, a moment of particular resonance came from Prof. Marinos 
Ioannides, UNESCO Chair for Digital Cultural Heritage. In a vivid and elegant analogy, 
he asked us to imagine holding a tissue in our hands—representing a building or object 
that has been scanned and digitised, a conventional Digital Twin. But then, he invited us 
to dip the tissue into a cup of coffee. The coffee, he explained, symbolises memory—the 
emotions, stories, and intangible heritage that envelop the physical structure. Once the 
tissue absorbs the coffee, it is no longer just a neutral object; it becomes transformed. It 
is now a Memory Twin, infused with the cultural richness that transcends the physical 
and enters the domain of lived human experience. 

This metaphor encapsulates the essence of what we must strive for in digital heritage 
practice. Our task is not simply to scan and preserve form—it is to preserve meaning. 
As we continue to expand the scope and sophistication of digitisation technologies, the
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Fig. 1. This plastic toy ball meant for enjoyment served instead as a life saver for one of the many 
children that today cross the Mediterranean by boat in the search of a better life. https://emuseum. 
heritagemalta.mt/objects/294 

real challenge lies in ensuring that we are also capturing the cultural narratives and 
emotional resonance that give heritage its enduring value. In doing so, we move beyond 
preservation for its own sake and toward the creation of digital heritage ecosystems that 
are alive with memory, capable of engaging present and future generations in a more 
profound and authentic way. 

4.1 The Challenge of Digitising Identity 

While digital tools such as 3D scanning, LiDAR, and high-resolution imaging can repro-
duce physical structures with exceptional fidelity [10], capturing the identity that those

https://emuseum.heritagemalta.mt/objects/294
https://emuseum.heritagemalta.mt/objects/294
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structures embody is far more elusive. Cultural identity is not fixed—it is dynamic, lay-
ered, and shaped by both personal and collective memory [11]. It is formed through 
lived experiences, emotional ties, historical narratives, and social practices that are often 
intangible, undocumented, and contested. This makes its integration into Memory Twins 
a task that is as much curatorial and ethical as it is technical. 

One of the core challenges in digitising cultural heritage lies in the subjectivity 
of memory and interpretation. A single monument or site may carry vastly different 
meanings for different communities [12]. In Malta, the Queen Victoria monument in 
Valletta offers a clear example. Prominently located in Republic Square, it is seen by 
some as a historical marker of the British era—representing a time when Malta was part 
of a wider imperial framework and benefited from new institutions and infrastructure. For 
others, it symbolizes colonial domination and the silencing of Maltese identity in a central 
civic space. These contrasting perspectives are not anomalies—they reflect the broader 
reality that heritage is often dissonant, layered, and emotionally charged. Embedding 
such plurality into a Memory Twin requires thoughtful and inclusive methodologies that 
can capture and represent multiple interpretations without flattening them into a single 
narrative [13, 14] (Fig. 2). 

Another critical issue is the loss and fragmentation of intangible heritage. Oral his-
tories, rituals, traditional knowledge, and community practices are often transmitted 
informally and remain undocumented, making them vulnerable to disappearance in the 
face of modernisation, migration, or generational change [15]. The urgency to document 
these elements is not just technical but ethical—digitisation must be proactive in captur-
ing these layers before they vanish [16]. Yet, collecting and integrating this information 
into digital representations is rarely straightforward, requiring long-term community 
engagement, trust-building, and sensitivity to local cultural protocols. 

Furthermore, the question of authenticity versus digital reconstruction presents a 
philosophical dilemma. In the absence of complete data or when physical heritage is dam-
aged or lost, digital reconstructions must fill in the gaps. However, this process involves 
interpretation, which may inadvertently impose contemporary values or perspectives 
onto historical narratives. This raises the issue of who decides what is reconstructed and 
how, and whether these decisions are made in consultation with the communities for 
whom the heritage holds meaning [17, 18]. 

Even in digitally rich environments, no amount of visual fidelity can substitute for 
emotional resonance. Without the stories, sounds, and lived connections that animate 
heritage in the eyes of its communities, digital representations risk becoming sterile 
simulations [19]. To navigate these complexities, the Memory Twin approach must adopt 
collaborative, community-based methodologies that prioritise inclusivity and shared 
authority [20] (Fig. 3). 

Participatory practices—like co-curation, collecting oral histories, and collabora-
tive storytelling—play a crucial role in ensuring that heritage is not just seen through 
institutional or academic lenses, but through the lived experiences of the people who 
shaped it. One powerful example of this is the oral history work we’ve carried out over 
the past three years with former Dockyard workers. By speaking directly with the men 
and women who spent their lives in the docks, we were able to document memories
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Fig. 2. Statue of Queen Victoria standing in front of the National Library of Malta in Republic 
Square, Valletta

that would otherwise be lost—stories of daily routines, camaraderie, pride, and strug-
gle. These personal accounts completely transform how we understand the digitised 
workshops, ship models, and tools in our collection. What might seem like static arte-
facts suddenly take on new life when connected to the voices of those who used them. 
That’s why flexible metadata and paradata frameworks are so important: they allow us
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Fig. 3. The Dockyard from the Workers’ Perspective: 100 Interviews—Over 200 h of oral histories 
from former Malta Dockyard workers, now available on Europeana, enrich digitised assets with 
lived experiences and cultural context. 

to embed these overlapping, and sometimes even conflicting, narratives into the digital 
record. In doing so, we keep interpretation open and inclusive, reflecting the richness 
and complexity of cultural identity as it is truly lived and remembered.

4.2 Authentic Identity in Cultural Heritage 

The concept of authenticity occupies a central place in cultural heritage discourse, par-
ticularly in relation to identity and representation. A foundational articulation of this can 
be found in the Nara Document on Authenticity (1994), which redefined authenticity 
as a pluralistic and culturally contingent concept. Rather than adhering to a singular, 
material-based definition—as had been dominant in conservation practices influenced 
by the Venice Charter (1964)—the Nara Document insisted that authenticity must be 
understood within the specific cultural context of the heritage in question. This includes 
factors such as “form and design, materials and substance, use and function, traditions 
and techniques, location and setting, and spirit and feeling” [21]. 

The shift from a universalist to a contextualist paradigm acknowledges that what 
counts as “authentic” is not a timeless essence inherent in the object or site, but a negoti-
ated understanding tied to local cultural practices and social memory [22]. The document 
underscores that authenticity must be evaluated according to culturally specific sources 
of information, which can be oral, written, physical, or symbolic. These are foundational 
insights for contemporary critical heritage studies, as they challenge the dominance of
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expert-led narratives and open the door to community-defined interpretations of value 
and meaning [23]. 

This contextual and dialogic understanding of authenticity resonates strongly with 
the Memory Twin concept, which evolves from the Digital Twin model by shifting 
focus from geometric fidelity to experiential, affective, and narrative authenticity. Where 
Digital Twins excel in representing the physicality of cultural heritage assets through 
high-resolution 3D models and environmental data [24], they often replicate the object-
centred biases critiqued by the Nara Document. In contrast, the Memory Twin seeks to 
capture and represent the plural and evolving relationships communities have with their 
heritage—relationships rooted in memory, emotion, performance, and reinterpretation. 

This alignment is not coincidental. The Memory Twin takes seriously the Nara Doc-
ument’s insistence that “judgments of values and authenticity may differ from culture to 
culture, and even within the same culture”. Rather than fix identity in a single authori-
tative narrative, the Memory Twin enables multi-vocal representations, allowing for the 
coexistence of conflicting, overlapping, or evolving memories and interpretations. This 
is especially important in contexts of dissonant or contested heritage, where identity is 
not about consensus but negotiation [25]. 

Moreover, the Memory Twin operationalizes the Nara principle that “responsibility 
for cultural heritage… Belongs, in the first place, to the cultural community that has 
generated it”. It does this by incorporating tools that enable community participation, 
annotation, and curation, ensuring that digital representations are not imposed but co-
produced. Through interactive storytelling, layered metadata, and support for oral and 
emotional histories, the Memory Twin gives agency back to the communities whose 
identities are entangled with the heritage being represented. 

Authenticity in the Memory Twin, therefore, is not about verifying the originality of 
form or material. It is about reflecting lived experience, about capturing the processes 
through which identity is remembered, contested, and recreated. It aligns with the Nara 
view that the conservation of cultural heritage must be “rooted in the values attributed to 
the heritage” by the community itself. The Memory Twin thus offers a dynamic platform 
where memory becomes both the source and the substance of authenticity. 

5 Conclusion 

The Memory Twin concept offers a transformative approach through which we recon-
sider the digitisation of cultural heritage. It moves beyond the replication of physical 
form and proposes a more useful, authentic and complete model centred on the preserva-
tion of meaning, memory, and identity. This approach repositions digitisation not merely 
as a technical exercise, but as a cultural and ethical responsibility—ensuring that digital 
surrogates resonate with the communities and narratives they represent. 

In the Maltese context, where history is densely layered into the national landscape, 
the act of digitising heritage extends far beyond conservation. At Heritage Malta, the 
objective is not only to safeguard artefacts from physical degradation, but to ensure 
that future generations can access and interpret them in a way that feels authentic and 
meaningful. The Memory Twin framework enables this by connecting tangible attributes 
to intangible dimensions—linking physical data with emotional, historical, and cultural
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context. In doing so, it also renders the immense responsibility of digitising the national 
collection for future generations more complete, ensuring that what is preserved is not 
only accurate, but resonant with memory and meaning. 

Over recent decades, digitisation practices have progressed rapidly—from rudimen-
tary cataloguing systems and flat image archives to sophisticated 3D reconstructions and 
metadata integration. These advances have greatly improved access, supported interdis-
ciplinary collaboration, and contributed to international preservation efforts. Initiatives 
such as UNESCO’s Memory of the World and Europeana have laid the groundwork for 
large-scale, interoperable digitisation. Yet, despite these achievements, significant gaps 
remain. 

Chief among these is the continued dominance of object-centric approaches that 
prioritise fidelity of form at the expense of context and interpretation. Many digitisation 
efforts lack sufficient paradata, resulting in digital representations that are technically 
precise but culturally incomplete. Moreover, intangible heritage—rituals, stories, oral 
histories—remains marginal in many digital frameworks. To preserve heritage without 
its memory is to risk creating detached, sterile artefacts that no longer communicate their 
cultural significance. 

The Memory Twin addresses these deficiencies by proposing a more integrated model 
of digital heritage. It retains the precision of conventional Digital Twins but expands their 
scope by embedding community memory, narrative, and interpretive depth. In this way, 
the Memory Twin is aligned with critical heritage theory and principles set out in the 
Nara Document on Authenticity, which recognises the plurality and cultural contingency 
of heritage values. 

This shift necessitates new standards and methodologies. Digitisation workflows 
must incorporate robust and certifiable frameworks for both metadata and paradata— 
standards that support transparency, ethical accountability, and participatory input. Nar-
rative metadata, experiential paradata, and community co-curation are essential elements 
of a more inclusive and human-centred approach. 

Pilot initiatives at Heritage Malta are beginning to operationalise this vision. Cross-
departmental protocols are being tested to capture not only the technical parameters of 
digitisation, but also the interpretive decisions and cultural narratives that give heritage 
its resonance. These practices, though still emerging, point to a future in which digital 
heritage is not merely archived but actively experienced. 

Ultimately, the Memory Twin is not only a tool but a guiding philosophy. By placing 
memory—dynamic, plural, and lived—at the core of digital heritage, we can foster 
records that do not merely store information but sustain dialogue. This is the next frontier: 
heritage that is preserved with integrity and experienced with meaning. 
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Abstract. Paradata types and the practices of using and generat-
ing paradata intersect and influence each other. This chapter inquires 
into their linkages and how diverging paradata generation strategies 
lead to paradata that function differently despite the occasional similari-
ties of paradata artefacts. The discussion draws from a comparison of two 
major strategies of paradata generation, one based on requesting input 
from researchers through asking them to provide answers to specific 
questions, and another on asking them to provide narrative descriptions 
of their activities. While generating paradata through asking questions 
might help to address the needs of structured and technically interoper-
able paradata, storying can contribute better to conveying an in-depth
understanding of practice. The key question is, however, that instead of
merely focusing paradata artefacts, for the usability of paradata, it is
vital to consider how the documentation is induced and made.

Keywords: paradata · narratives · prompting · processes · practices ·
generation

1 Introduction 

Earlier studies point to a broad diversity of information – paradata – that conveys 
understanding of practices and processes underpinning the making o f different
types of research materials, including digital 3D visualisations [1, 2]. Similarly, 
a large number of practices relating to generation and use of suc h information
have been identified (e.g., [3– 5]). What remains under-researched so far is, how 
the p ractices of generating and using paradata intersect.

This chapter draws from on-going research on paradata creators and users 
paradata preferences to interrogate two major strategies of paradata genera-
tion, one based on requesting input from researchers through asking them to 
provide answers to specific questions, and another on asking them to provide 
narrative descriptions of their activities. The aim of the chapter i s to eluci-
date on the linkages of paradata generation strategies, generated paradata, and
user needs and preferences. Through discussing examples and differences of the
two approaches—including conversational agents and structured metadata of the
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https://doi.org/10.1007/978-3-032-05656-6_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-032-05656-6_2&domain=pdf
http://orcid.org/0000-0001-9196-2106
https://doi.org/10.1007/978-3-032-05656-6_2


16 I. Huvila

first, and data narratives and argumentation chains of the second—and their out-
puts, and contrasting them to findings on the preferences of paradata creators 
and users, the chapter sheds light on showing how they are closely linke d and how
the approach of generating paradata is intimately related to resulting paradata
and its usability for specific purposes.

2 Types of Paradata 

Previous research has identified a wealth of different types of documents and arte-
facts that can function as paradata and different types of paradata with distinct 
functions. They range from textual and v isual depictions to for examples names
of methods, procedures, or tools encoded in formal metadata [5, 6]. Börjesson 
and colleagues [7]  identify  scope paradata (information on what the documented 
entity, e.g. data or 3D model, covers and not), provenance paradata (concerning 
the origins of the documented entity), methods paradata (explaining methods and 
methodological decisions relating to the generation of the documented entity), 
and knowledge organisation and repre sentation paradata (concerns how the doc-
umented entity is structured and communicated). In another text, Börjesson et
al. [4] further distinguish knowledge-making paradata concerning information on 
how knowledge is turned to the documented entity, for example, research data or 
a 3D visualisation, and knowledge organisation paradata that documented how 
the knowledge is organised and represented in paradata, for instance, using key-
words selected from controlled vocabularies, visual cues, or narratives developed
according to particular guidelines.

As Börjesson et al. [7] emphasise, paradata types are linked to information 
needs relating to specific aspects of processes of, for example, generating research 
data or 3D visualisations. They link the above discussed categories to correspond-
ing information needs. In parallel, it is p ossible to draw connections between var-
ious uses of paradata to types of useful information. Huvila et al. [3]  show  how  
a need to understand technical means and steps of producing artefacts requires 
detailed information on data collection procedures and tools, need to understand 
the contexts of their making and prior use requires corresponding information 
on uses and versions of artefacts, and producing formally correct aggregations 
of artefacts requires detailed information on standards used in their generation. 
Further, sometimes it can be relevant to know the credentials of those who cre-
ated artefacts for assessing their trustworthiness, and sometimes formal methods
used in the process that requires detailed references to methods literature, pro-
cedures and tools. The pertinence of specific types of paradata depend on how
it is used and for what purposes [8], in practice the task in hand (cf. [9, 10]), and 
what Huvila has termed epistemic distance between the those originally enacting 
a practice and those who try to understand it by using paradata ([11]; see a lso
[12]).
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3 Modes of Generating Paradata 

Besides inquiring into paradata types, the recent research on paradata genera-
tion practices has identified how researchers generate paradata and paradata-like 
information using a variety of approaches. The practices have differences but also 
elements that are common to multiple strategies or modes of paradata genera-
tion. Partly, paradata generation always happens in a temporal relation to the
documented practices. Juneström and Huvila [13] distinguish prospective, in situ 
and retrospectives modes of creating paradata before, during and after t he doc-
umented actions take place (see also [14, 15]). Prospective paradata generation 
produces typically different types of plans for intended activities that to differ-
ent degrees correspond with the realised actions. In situ paradata can consist 
of, for example, notes written during an activity, photographs and r ecordings
(e.g., video, sound, movement) that capture a selection of aspects of what is
happening. Schenk and Reuß [6] present further examples derived from survey 
research, many of which are relevant to processes of generating 3D visualisations 
as well, including geographical coordinates (where generation and data capture 
happens), device p aradata, and automatic timestamps. In contrast to prospec-
tive paradata generation, according to Juneström and Huvila [13], retrospective 
paradata generation focuses on generating documentation of past activities, for 
example, by encoding paradata in formal metadata or narrative descriptions.

In parallel to having different temporal modes of coming into being, paradata 
emerges through parallel modalities of stabilising practices and processes. Huvila 
suggests that there are two major modalities of how this happens through embod-
iment and inscription [16]. Embodied paradata refers to features that are infor-
mative of practices that is an intrinsic part of other entities, for instance, tools, 
participants or outputs of activities. Examples of embodied paradata include 
technical features of 3D visualisations that are indicative of how they were con-
structed, features of tools that steer the practices of making visualisations, and 
experience, skills and track record of 3D modellers that can help to understand 
how they probably w orked. A second epistemic mode of paradata are inscriptions
that are, to a varying degree, consciously produced instances of documentation.
This category covers written accounts, photographs taken for capturing practice,
and diverse structured forms of documentation, for example, formal metadata.

Trace and Hodges [17] make a further distinction between paradata for trans-
parency and paradata for explainability when discussing how different forms 
of paradata can contribute to algorithmic accountability. Paradata for trans-
parency consist of the evidentiary record of practices and processes whereas the
latter refer to specific artefacts constructed (or possible construct) on the basis
of the first category of paradata.

Finally, Rainey et al. [18] distinguish objective and subjective paradata, that 
is (in practice, relatively) uncontroversial observations of activities, and personal 
interpretations and experiences. By suggesting that it is at least to some degree 
possible to categorise specific instances and types of paradata as distinctly sub-
jective or objective, the proposition underlines how paradata can be approached
epistemologically from both positivist and interpretivist perspectives with cor-
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responding modes of paradata generation and use geared towards capturing and 
utilising in part objectivist observations and in part subjectivist perceptions of 
activities. The same fault line has been observ ed in empirical research as a ten-
sion between emphasising either standardisation or flexibility in documentation
[8, 19]. 

4 Asking Questions and Telling Stories 

In addition to categorising modes of paradata generation in terms of their tem-
poral relations to documented activities, outputs, or subjectivity, paradata gen-
eration – similarly to knowledge c reation in general – can be based on cate-
gorisation or narrativisation, or to use Ingold’s term, ‘storying’ [20]. The both 
have been extensively researched in the anthropology and s ociology of knowl-
edge (e.g., [21, 22]). Even if it is admittedly possible to categorise and nar-
rate using a plethora of different methods, in broad terms, the two modes are 
aligned with interrogative and narrativising modes of elicitation of knowledge, 
in practice, asking questions and telling stories. Questions and answers result in 
categories whereas telling stories generate storied knowledge. Considering agency
of paradata-making, asking questions is an audience or facilitator-driven ‘pull’
-oriented method of generating paradata whereas storytelling, even if prompted,
a creator-driven ‘push’ strategy.

The both can take many forms. Questions can be asked in an interview or 
using a survey questionnaire but also more indirectly through providing a set 
of guidelines, for example, a standard that stipulates what types and forms 
of information should be provided. In parallel to prompting answers by using 
fixed lists of questions or a relying on a human interviewer, rapidly developing
conversational user interfaces (chatbots) provide new opportunities to automate
and adapt such processes.

Similarly to how many possible strategies to ask questions exist, stories can be
told in many forms [23]: in written and oral stories, comics, performances, videos 
and immersive multidimensional presentations. Stories can told by humans – 
either individuals or groups – but similarly to asking and answering questions, 
also storytelling is often facilitated by technologies from simple writing and draw-
ing aids to complex visualisation, text, speech and image generation techniques
(e.g., [24, 25]). 

Both asking questions and storytelling have been applied in diverse forms 
in data documentation. Data stories and data storytelling has been identified 
as a poten tially powerful approach to make datasets understandable for diverse
audiences [26]. As per paradata, it seems though that so far the inspiration 
for advocating different approaches appears to stem frequently from parallels of 
how narratives and structured data have been found useful in general rather than
from a systematic work towards identifying or developing dedicated approaches
that are particularly fitting for eliciting paradata (cf. e.g., [13]). 

From the perspective of their practical implications, the key question with 
the diverse modes of paradata generation – not least to understand differences
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between storying and asking questions – is how they link to resulting paradata. 
Similarly to the temporal modes of paradata generation, also asking questions 
and telling stories influence generated paradata and what it is good for, or more 
precisely, what specific uses the paradata affords and constraints. Applying them 
results in to a certain exten t divergent manifestations – for example, written text,
formal metadata or images – but considering the observations on that specific
forms of paradata can be useful and used for multiple purposes (e.g., [3, 8]), it 
is apparent that the links between the modes of generation and resulting para-
data are more complicated. A written narrative of an activity can be an answer 
to a question or an unprompted storification, similarly to how both answers and
storied paradata can have multiple other manifestations than a written narrative.

5 Paradata Modalities as Social Genres 

The complexity of how different manifestations of paradata, what ends up being 
documented and how, and how it is generated and useful means that instead 
of focussing on individual media forms, generation processes and uses, paradata 
generation and its implications need to be approached more broadly. Different 
meaningful types of paradata unfold as modalities comparable to how Kruecke-
berg and colleagues frame the notion of memory modalities as ‘arrangements of
how memories are and how they are made and conditioned’ [27]. Analogously, 
diverse forms of paradata can be described as arrangements of how paradata is, 
how it is made and conditioned. Such arrangements further incorporate the ways 
how they are used or acted upon. Rather than being c ategories of literature or
information akin literary genre theory, they form social genres, typified forms of
social action as per Miller’s [28] social genre theory.

The theoretical move from focusing on paradata as a particular material form 
of data allows us to approach it as a functional entity. Paradata is relational and
processual from its making to its taking as paradata (see [16, 29]) in each par-
ticular situation rather than a singular thing or product. A particular piece of 
paradata is not understandable in isolation, for example, as a narrative or set 
of formal descriptors. They become meaningful only as types of social action 
that incorporate how and when they were conceived, what forms they take, and
how and what types of actions they afford and constrain. Much similarly to
solving epistemic hurdles of scholarly work in general [30], understanding each 
of them requires engaging with and committing to a specific common ground 
and its genealogy through t ime and in parallel becoming proficient in its partic-
ular reflexive language [30– 32] that makes it possible to figure out and commune 
how that particular type of paradata modality works. Further, while the outspo-
ken ambition with paradata would be to represent past practices for facilitating 
understanding and reuse of, for instance, 3D visualisations, archival records or
research data, paradata is not a mirror or a finding aid (cf. [33, 34]). It is gen-
erative, however, not alone but rather together with a plethora of other things 
– including those we typically term ’sources’, ’research material’, ’tools’, or for
example ’methods’. Putting and keeping such assemblages that include informa-
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tion appropriable as paradata together allows us to generating adequate under-
standing of things and their underpinning processes t o a degree that enables, for
example, their meaningful reuse across contexts.

6 Matching Paradata Needs and Generation Approaches 

The major practical implication of the theoretical reformulation of the paradata 
concept as modalities is in how it can help to understand why a particular piece 
of paradata works or fails to work as it does. As a consequence, it can also 
provide stratagems to matching of paradata needs and different approaches to 
paradata generation. With different approaches to creating paradata leading to
distinct outcomes (i.e. paradata), it is critical to choose an approach that affords
generating documentation that is likely to match future needs.

Both studies of paradata needs and earlier research on how information 
sources types can be to a certain extent linked to tasks [9] and criteria of w ork
success [35] suggest that partial mappings between paradata manifestations and 
their relevance for specific uses are possible. However, at the same time, the
usability of many paradata manifestations spans over individual uses [7]  sug-
gesting that manifestation alone might not be enough to estimate the usefulness 
of paradata. Other indicators, like the intention of paradata creators to pro-
duce paradata for specific uses might appear promising, as long the difficulty
to anticipate user needs [14] and the plentiful opportunities to extract useful 
paradata from research outputs and documentation pro duced without intention
to produce paradata [4] are ignored.

In contrast, considering how paradata works in practice as a modality, it 
seems plausible to suggest that the moment when paradata is produced in 
relation to what it documents and whether it is a result of specific prompts 
(answers to questions) or storying are much more promising starting points to 
make projections of its usefulness and usability in specific tasks. Combined with 
a c omparable, adequately nuanced understanding of paradata users’ needs to
use paradata, for example, to understand the scope of documented assets, their
provenance, methods and decisions related to their making, and their represen-
tational structure and organisation [7], it is possible to establish a set of facets 
that covers major aspects of paradata from its making to how it is appropri-
ated for diverse expected and unanticipated uses. The baseline is, however, the 
moment and mode of generating paradata as crucial determinants of the epis-
temic affordances and constraints of paradata. Earlier research of data creators
and users paradata preferences points to differences in what is documentable
and what makes processes understandable [3]. 

In practical terms, considering what asking questions and storying does for 
paradata and what types of paradata needs have been identified so far, it is 
possible to pin down certain points of confluence sumamrised in Table 1.  The  
diverse uses of paradata identified by Huvila et al. [3] point to the presence 
of the parallel needs of formal technical information (e.g., names of methods 
and tools, credentials) and information that provides context and understanding
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(e.g., underpinnings of decisions, descriptions and reflections) that correspond 
to a certain extent with the subjective/objective distinction of Rainey et al. [18], 
however, probably rather than being subjective or objective per se, in practice 
pertaining to how sometimes paradata needs to be framed as descriptive and ori-
ented to helping in sense-making, or definite, oriented to providing unambiguous 
answers to direct questions. Indicative of how framing of information is central to 
how it is elicited are the differences identified between research data makers’ and 
managers’ preference for information a kin formal questions and answers that is
straightforward to generate and manage, and data reusers’ leaning towards sto-
ried descriptions that help to understand and reuse datasets in practice [3]. An 
exemplary task relating to descriptive framing is understanding how and why a 
3D visualisation was made. A correspondingly illustrative example of the second 
type of definite task is how to make a 3D visualisation searchable and findable
through formal queries in a digital database.

Table 1. Characteristics of the modalities paradata and paradata making t hrough
asking questions and telling stories.

Asking questions Telling s tories

Approach – Paradata user or data manager driven – Data and paradata creator driven
– Pull-oriented – Push-orien ted

Methods (examples) – Interview – Written s tories
– Survey – Oral s tories
– Guidelines –  Comi  cs
– Protocols – V ideos

– Digital immersive stories
Generating actor (examples) – Human interviewer – Human storyteller

– Questionnaire – Technical a ids
– Conversational agent – Text, speech, image generation

Generated paradata – Answers to specific questions – (Relatively) op en-ended
– Structured and standardised – (Relatively) unstructured
– Technically interoperable – Contextually p ertinent

Facilitates – Findability – Understandabilit y
– Machine readability – Human readabilit y
– Technical reuse – Contextually anch ored reuse

The crux is that the both require different type of paradata. Even if answers 
to formal definite questions can often be extracted from narratives and structured 
keywords can help to make sense, choosing an approach geared towards generat-
ing particular type of paradata makes it more likely that the resulting documen-
tation is useful. Acknowledging this, being aware of the implications of paradata 
generation approaches to paradata itself and communicating them to paradata 
creators can help to ensure that the resulting paradata is more informative and
meaningful in its use. Without a clear understanding of how the generated para-
data is intended to be used and for what purposes, there is an apparent risk that
paradata creators do not fully understand what they are expected to do, why
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and how that leads to poor answers and uninformative narratives (cf. [26]). For 
comprehensive documentation, multiple approaches are needed. They can also 
be combined and packaged together. For example, Bowker and Star have specu-
lated of the possible usefulness of wrapping formal data descriptions in informal
ones [36]. However, explaining paradata creators that the aim of writing a nar-
rative description is to help others to understand the process of generating a 
3D visualisation and assigning particular types of descriptors that indicate, for 
example, what formal standards were used, who participated in the making of 
the visualisation, or how, what tools were used is to make the visualisation find-
able online can be expected to lead to a more informative, comprehensive and
meaningful paradata.

7 Conclusions 

The kernel of the present overview of the diverse modalities of paradata and 
paradata generation is to shed light on how the making and being of paradata 
are linked and how this linkage has implications to what can be achieved with a 
particular piece of paradata. Similarly to how the media of paradata affects its 
usability for specific tasks, the mode of generating paradata through prompting 
– asking questions – or storifying it as a narrative leads to different types of 
paradata with different affordances and constraints to its use. Asking questions 
might in m ost cases help to produce more complete, standardised and in a tech-
nical sense interoperable paradata but not necessarily descriptions that help to
understand the described practice or process. Even if superficially similar, two
paradata artefacts – for example, written descriptions or diagrams – might not
necessarily function similarly if they are results of different kinds of practices of
making.

This means that instead of focusing on producing particular types of para-
data artefacts – formal descriptors, written descriptions or images – it is vital 
to consider how the artefacts are induced and made. Rather than thinking of 
paradata as things, it might be more useful to approach it through considering 
different modalities of paradata akin social genres. The focal point is not the 
paradata artefact but the totality of a particular kind of social action, which 
ties together what paradata conveys of particular practices and processes, how a 
specific type of paradata itself is a typified practice, and how it itself influences,
enables and constrains future practices.
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Abstract. The expanding considerations of intangible as well as tangible cultural 
heritage, and memory twins along with digital twins, has extraordinary potential 
for adding more human aspects to digital heritage, if we can find ways to express 
it in a common and supported framework. In a related way, the IIIF (International 
Image Interoperability Framework) [1] provides a vital model for a communal app-
roach to successfully developing and adopting a framework for pairing essential 
data and metadata, shared via documented APIs and expressed within a clearly-
specified manifest, a document structured in a JSON-LD file. Similarly structured 
documentation for essential paradata may in future complement extensive digi-
tal collections using IIIF to enable sharing, extending and blending collections 
globally. 

Complementing the impact of the IIIF in 2D and Audio/Video (A/V) digital 
collections around the world, the IIIF 3D Technical Specification Group (TSG) has 
a road map to draft standards for 3D content, incorporating established open web 
standards, to complement and expand the potential of all IIIF-based collections 
worldwide. Engaging with specialists and representatives across user communi-
ties, international and standards bodies, the TSG are expanding options for better 
data sharing across institutions, to help overcome barriers for sustainable digital 
collections. 

The planned changes to the IIIF Presentation API specification [2] will enable 
display and creative presentation of 3D resources using IIIF tools. Draft examples 
of updated IIIF Presentation documents encoding 3D resources, and related view-
ers that support these documents to display 3D web content, highlight enriched 
ways of storytelling and interacting by combining 3D, 2D and A/V. 

Keywords: 3D Data · 3D Digital Documentation · Metadata · Cultural 
Heritage · Digital Twin · Memory Twin · Paradata 

1 Introduction 

The paths our cultures take, in pursuit of innovation and the interchange of ideas and 
industry, often includes sharing, critiquing, improving, and repeating the cycle for over-
all mutual benefit. Along with creative flexibility, part of this innovation process usually
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involves mutual constraints, whether by intention or habituation, design or necessity. 
There are times when such constraints are key factors fuelling innovation, where limita-
tions in some areas lead to more and enhanced capabilities in other areas of our creative 
enterprises. Standardisation of the components of productive processes can be just such 
an enabling constraint which leads to much greater outcomes, in terms of productivity, 
maintainability, and often profitability. 

For example, there is an credible and curious connection between a key measure 
of horse-drawn carriages, including ancient Roman chariots, and the evolution of the 
automobile, by way of the development of standard-gauge railway [3]. The ruts that 
formed in ancient roads, including from various horse-drawn carriages, lead to prudent 
standardisation of the wheelbase and generally the carriages placed on top of them, based 
in part on the carriages needing to fit a horse (at least one) as well as people side by side. 
The ruts common in roads from years of similar cart travel required wheels and axels of 
new carriages to be built conforming to the width, to avoid rapid damage and breakage. 

Following the development of the railroad, and the initial use of the same type 
of carriages, the carriagemakers also helped in the development of the automobile. 
Before road could be renovated, and long before pavement, it was prudent to start with 
a wheelbase that could fit in and survive the roads and ruts, much as needed for the 
horse-drawn carriages. 

Standardisation helped accelerate automobile evolution, including with Ransom 
Olds founding Oldsmobile in 1897 and pioneering the assembly line using identical, 
interchangeable parts, enabling thousands of cars to be produced by 1903. Henry Ford 
introduced the famous Model T in 1908, and from 1913 introduced a moving assem-
bly line using standardised parts and lowering the price nearly 50%, creating an iconic 
mass-produced and widely affordable vehicle. These families of pioneers and products 
share innovations through a kind of inheritance often enabled by creative constraints and 
effective standardisation, often building on others, and many more potentially benefitting 
from the sharing. 

Museums are vehicles for ideas; we build them to share with future generations. For 
the cultural heritage areas, the collections and curations in the GLAM sector, the galleries 
and libraries, archives and museums, standardisation can be a means of preserving and 
promoting the rich materials of these memory institutions. Given popular planning and 
some products developing the idea of building a meaningful metaverse, and much like 
lessons from train and automobile development, standardisation can bring stability as 
well as innovation, and interoperability can ensure sustainability. 

For widespread evolution of museums in a shared virtual or metaverse setting, effec-
tive interoperability can enable growth, with the means to connect and share digital col-
lections more widely, bringing enduring options for reciprocal resilience for all involved. 
Sustainable standards and persistent storage systems are needed to enable reliable and 
readily shareable digital collections in the present, in addition to ensuring preservation 
of collections well into the future.
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2 IIIF - The International Image Interoperability Framework 

IIIF, the International Image Interoperability Framework, provides a robust model for 
sustainable interoperability, bringing together shared expertise in a collaborative com-
munity for successfully developing and adopting a framework for pairing essential data 
and metadata, shared via documented APIs and well expressed within a clearly-specified 
manifest, a document structured in a standardised way to complement the data file. 

What makes IIIF work is the increasing ease of access to the world’s images and 
audio/visual files, whether for general interest or specialist research purposes. Open 
standards provide this access to high-quality objects online and at scale, with rough 
estimates of over a billion objects available online as of this writing. There is a global 
community [4] developing and implementing the IIIF APIs, backed by a consortium 
of leading cultural institutions, ensuring the freedom to work across barriers and the 
continued rapid growth of materials. For researchers this offers the ability to examine, 
compare, annotate, and share. For developers it provides efficiency, without vendor lock-
in. For leaders it is practical, widely shareable, and cost-effective. The key combination 
is of community, standards, software, and collections all working together. 

IIIF is “a way to standardise the delivery of images and audio/visual files from servers 
to different environments on the Web where they can then be viewed and interacted 
with in many ways.” [5] IIIF uses open Web standards, such as the Web Annotation 
Data Model specification [6], which together define how modern Web browsers work, 
placing objects on a 2D canvas and enabling richer functionality such as deep zoom, 
multi-file comparison, data ordering and structure, transcriptions and translations, and 
various types of annotations. The flexibility of the combinations results in more modular 
rather than monolithic results (Fig. 1). 

IIIF ensures all these elements work consistently, enabling portability of and connec-
tion to materials across institutional and international boundaries. This is accomplished 
through the use of APIs (application programming interfaces), which are collaboratively 
developed in a widespread community of shared effort and expertise, to define specifi-
cations for software systems to reliably communicate and exchange data. The two main 
interface specifications are the Image API, which can deliver the digital objects to sites 
in a variety of optional sizes and other transforms, and the Presentation API, which 
conveys key details in a special file called a manifest, noted above, to accompany the 
objects and enrich viewing capabilities (Fig. 2): 

The Presentation API attaches basic metadata and structure to digital objects, 
defining how they appear in viewers. It does this via the Manifest, a JSON file 
which bundles up all the different elements of an IIIF object (such as a single 
image, or a series of images) with basic metadata (like title, description, and rights 
information) and structural information (such as page order) [5]. 

A IIIF manifest is a structured document that describes a digital object and how 
it should be presented. A manifest can be human written or machine-generated (or 
both) and is specified to complement the HTML, the basis of Web documents, with the 
programmable capabilities of the JSON-LD format.
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Fig. 1. IIIF example of side-by-side viewing of Newton’s notebooks from separate collections, 
Cambridge Digital Library [7], Digital Bodleian [8] 

Fig. 2. How the core IIIF APIs work together (additional APIs shown with dotted lines) [5]

JSON [9] is the JavaScript Object Notation, a technical standard based on a subset 
of the long-established JavaScript Programming Language standard. It is a widely used 
lightweight data-interchange format, which is text-based and easy for humans to read 
and write, while also easy for machine instructions to be generated and followed. JSON-
LD [10] is JSON for Linking Data, a standardised method of encoding linked data 
using JSON, structured to be more easily interlinked with other data, local or remote, to 
extend capabilities and become more effective for combining objects and content from 
otherwise disparate systems (Fig. 3). 
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Fig. 3. Example display options of Van Gogh’s Self-Portrait Dedicated to Paul Gauguin [11], 
available from the accompanying IIIF manifest [12], Harvard Art Museums 

3 IIIF for 2D - Expanding for 3D 

Complementing the impact of the IIIF in 2D and Audio/Video (A/V) digital collections 
around the world, the IIIF 3D Technical Specification Group (TSG) [13] has committed 
community representation and a road map [14] to draft standards for 3D content, incor-
porating additional and established open web standards, to complement and expand the 
potential of all IIIF-based collections worldwide. Engaging with specialists and rep-
resentatives across user communities, international and standards bodies, the TSG are 
expanding options for better data sharing across institutions, to help overcome barriers 
for sustainable digital collections (Fig. 4). 

The planned changes to the IIIF Presentation API specification will enable display 
and creative presentation of 3D resources using IIIF tools. This includes the introduc-
tion of a 3D scene as a new virtual container, with a boundless (infinite) usable space, 
stretching in all directions, which also brings a need to define orientation (which way 
is ‘up’). While the IIIF canvas has its origin point in the top left corner of the 2D space 
(x = 0, y = 0), the 3D scene has its zero or origin point in the centre (x = 0, y = 0, z
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Fig. 4. Example experiment of visual annotation, navigation, and combined assets from multiple 
sources and file formats in a single scene, Vincent Marchetti [15] 

= 0) and for technical orientation () is within a right handed coordinate space (positive 
Y-axis is up, positive Z-axis is forward) (Table 1). 

Table 1. Selected 3D sources (for reference) 

3D Collection Link Notes 

Digital Repository of Ireland https://dri.ie 

Europeana https://www.europeana.eu ee also: https://eureka3d.eu 

MorphoSource https://www.morphosou 
rce.org 

research-oriented 

National 3D Data Repository https://3d.humanities.sci 
ence 

France 

Sketchfab https://sketchfab.com https://www.fab.com –  to  
replace?

Smithsonian 3D https://3d.si.edu

https://dri.ie
https://www.europeana.eu
https://eureka3d.eu
https://www.morphosource.org
https://www.morphosource.org
https://3d.humanities.science
https://3d.humanities.science
https://sketchfab.com
https://www.fab.com
https://3d.si.edu
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Orientation is of course important when working with a single object in a scene, 
however it has particular importance when working with more than one object, so that 
some are not upside down or backwards or otherwise misaligned (relative to each other). 
Like a canvas, a scene can contain more than one object, although adding 3D to 2D 
and A/V and annotations, however in addition it is planned that existing canvases can 
be added to a scene as well. This should make it simpler to combine existing scanned 
paintings and other collection materials with recreations of rooms, current and previous, 
e.g. to help present digital twins of former palaces or existing galleries (without having 
to rescan the 2D assets already available) (Fig. 5). 

Fig. 5. Infinite Canvas, multi-dimensional experimental interaction with images, video, 3D, with 
object and section zoom, video playback, 3D rotation of viewer plane (Left-Click + Drag), Edward 
Silverton [16] 

Draft examples of updated IIIF Presentation documents encoding 3D resources, 
and related viewers that support these documents to display 3D web content, highlight 
enriched ways of storytelling and interacting by combining 3D, 2D and A/V. When 
placing (also known as ‘painting’) objects into a 3D scene, which along with labels and 
comments is considered a kind of annotation process, new options particularly for such 
scenes include at least one camera, and light. The ‘painting annotations’ can also be 
used for placing in the scene 3D models, as well as 2D canvas, and if helpful for another 
3D scene inside the initial scene (i.e. nested scenes, or a main scene with one or more 
sub-scenes). 

Positioning of any content will be handled via an identified 3D point (pointSelector) 
along with operations indicated with transforms (e.g. translate, rotate, scale). In a scene, 
many objects can be position and operations can be handled in a kind of freeform 
manner, or optionally in a more planned or constrained way. For instance, commenting 
annotations can be linked to camera views, such that selecting one comment after another 
could change the view presented, perhaps to look under or behind a model.
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Many other, and more advanced operations for making changes in a scene are possible 
through the use of Content State [17], another IIIF API which provides an effective way 
to refer to Presentation API resources, for instance to initialize the view of a model, 
and then guide the move to additional pre-planned views in the scene, perhaps through 
selectable commenting annotations. Content state details can be included in the manifest, 
and can optionally enable modifications to a scene, such as with interactions to select 
and hide or reveal statues or other objects. These capabilities for instance will enable 
the creation of guided tours through a virtual space such as a gallery or museum hall 
containing multiple objects to be curated and shared accordingly (Fig. 6). 

Fig. 6. Imagined (near) future of a metaverse made by interoperability, based on 3D Premium 
Floorplan C10 by Baezeni (CC-BY) [18] 

4 Next Steps – IIIF 3D, Paramaterising Paradata? 

From 2022 the IIIF 3D TSG has met nearly every 2 weeks on Zoom, complemented 
by a set of focussed in person meetings, to propose and discuss specification proposals, 
testing with technical demonstrations, and exploring related topics directly relevant to 
future 3D additions to the IIIF Presentation specification. The meetings are open, and 
new members are welcome. 

At the IIIF Annual Conference 2025, 2–5 June in Leeds, UK, the TSG plans to share 
a release candidate for the 3D-enabling Presentation API 4.0 specification, along with 
demonstrations and discussion. That too is open, all are welcome, and updates will be 
widely shared. In addition, the follow up to the discussions and engagement with the 
details presented will help refine the release candidate, and resulting further updates are 
planned for later in the year. 

Like all intricate projects, the specification is expected to continue to evolve, espe-
cially as the community supporters committed to help, by piloting the specification with 
their collections, will provide vital feedback. Along with other adopters, this will com-
bine to further the development and provide good examples to help others more widely 
adopt the new specification, continuing the iterative improvements.
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Since IIIF typically pairs a data file with a manifest file with meaningful metadata, 
including from a collection, this has proved to be a powerful and practical means to help 
extend and blend collections and cultural communications around the world. While the 
specification of the content of the manifest is well defined, and compliance is key to 
shareability and sustainability, there is room for extending and adding extra information 
where useful, such as where beneficial for local system features and integrations. 

Parallel to this, there is long-standing and renewed interest in how to connect and 
keep track of paradata, considered as details about how the data connected to the object 
was collected or created, or details about how the object is used, or perhaps what the 
object has meant or means to different people and/or in different times. Notably, in the 
expanding considerations of intangible as well as tangible cultural heritage, there seem 
to be similar concerns for recording similar paradata. So too are the similar concerns in 
the emergence of memory twins to complement digital twins. All of these developments 
have extraordinary potential for adding the more human aspects to digital heritage, 
especially if we can find ways to express them in a common and supported framework. 

At EuroMed2024 questions were raised as to whether structured documentation, per-
haps similar to the manifest created for IIIF metadata, might be collaboratively crafted 
to be suitable for essential paradata. If it is possible to add interoperability to the devel-
opment of the memory twin, we may want to consider whether we can collaboratively 
craft a kind of ‘paramanifest’. Suggestions for collaborative consideration included how 
Memory Twin could include intangible heritage, whether paradata can be specified to 
be more interoperable, and how a ‘paramanifest’ might complement a IIIF metadata 
manifest? 

Initial discussion about the potential for considering such an approach for the future, 
perhaps to complement the extensive digital collections using IIIF to enable sharing 
collections globally, suggested it was worth additional attention. Further discussions 
are planned with specialists in the areas of paradata and memory twin, and the author 
hopes that all involved will be able to share more in a future gathering and subsequent 
publication. 
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Abstract. For more than 30 years, digital 3D modelling and visualization tech-
nologies have been widely used to support research and education in the human-
ities, especially but not exclusively for historical architecture. This article is pro-
posed to highlight core concepts and challenges of documentation of 3D models of 
built heritage and particularly of 3D reconstructions as usually hand-modelled dig-
ital representations of no more extant or never realized buildings and cityscapes. 
This article is proposed to (a) highlight core concepts of documentation of 3D re-
constructions, to (b) highlight technologies and particularly AI-based approaches 
for automatically generating 3D reconstructions of built heritage from multimodal 
data and (c) to discuss and assess their documentation. 

Keywords: Urban history · cultural heritage 

1 Introduction1 

For more than 30 years, digital 3D modelling and visualization technologies have been 
widely used to support research and education in the humanities, especially but not exclu-
sively for historical architecture. Despite the immense efforts spent on the establishment 
of information technologies and in particular 3D technologies as digital 3D modelling, 
and visualization as daily use tools for researchers in humanities, the current situation is 
still ambiguous. On the one hand, humanities researchers frequently use a wide scope of 
digital tools for information search, communication, publication, and research support 
(e.g., reference management or personal organization) [5, p. 28]. There is also a huge 
number of projects investigating and utilizing those technologies in various settings. 
On the other hand, the use of digital tools for research work differs widely between 
the individual sub-disciplines of humanities, and development of that field is driven by 
language and textual related disciplines like linguistics or edition studies. 

A major challenge is to document the 3D modelling with regards to its results and 
workflows. This takes usually place via data, metadata and paradata.

1 Parts of this article has been published in [1–4]. 
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This article is proposed to (a) highlight core concepts of documentation of 3D recon-
structions, to (b) highlight technologies and particularly AI-based approaches for auto-
matically generating 3D reconstructions of built heritage from multimodal data and (c) 
to discuss and assess their documentation. 

2 Core Concepts and Challenges of Documentation2 

Investigating documentation principles is a core topic of library and information studies 
(LIS) [9]. Philosophy of documentation is related to information conceptualization as 
models and theories [10, 11], e.g., classification [12], information creation [13], and 
information behaviour [14]. As a methodological approach, documentation behaviour 
is primarily investigated using empirical methods described above [9]. Specifically for 
the documentation of scientific processes, scholarly publication has had established 
principles for a long time. With regards to the documentation of digital processes and 
via digital means, there are numerous guidelines of overarching relevance [e.g. 15, 16]. 
The technical classification of research results is usually practiced via metadata and 
paradata. The process and principles for developing metadata schemes are formalized 
[17] via the request for comments approach widely used for technical standardization 
[18]. 

2.1 Documentation Strategies 

Documentation strategies address the preservation of knowledge, and are thus linked 
to transparency, reproducibility, and portability. These objectives entail clarification of 
“included sources, decisions, workflows, possible misinterpretations and methodology” 
[19]. Internally, this helps project partners with safeguarding and communicating their 
contribution. Externally, such records are intended for evaluation and discussion of the 
project’s rationale and result. While this distinction may appear fuzzy to the end user, 
distinction between process and documenting outputs is a more appropriate approach. 
A high-level guide to digitization is provided by the German research foundation [15]. 

2.2 Documentation of 3D Models 

Documentation of Results 
The documentation of 3D modelling results through metadata is well established nowa-
days. Numerous initiatives are advancing the development of domain-specific the-
sauruses for art and architectural history content – e.g., ICONCLASS3 and the Getty 
Art & Architecture Thesaurus (AAT).4 Ontologies such as Wikibase5 or CIDOC-CRM 
also defining relations between data. Especially CIDOC-CRM became an overarching 
standard for heritage documentation [20] and is fixed as an ISO standard. Several sec-
toral standards like IFC for BIM [21] and GML [22] for geo and city-scale models are of

2 Published in: [1]. Parts of this section were also published in [6–8]. 
3 http://www.iconclass.org/rkd/61F/ and http://www.iconclass.org/rkd/47/, accessed 15.07.2021. 
4 http://vocab.getty.edu/aat/300000885, accessed 15.07.2021. 
5 https://www.wikimedia.de/projects/wikibase/, accessed 15.07.2021. 

http://www.iconclass.org/rkd/61F/
http://www.iconclass.org/rkd/47/
http://vocab.getty.edu/aat/300000885
https://www.wikimedia.de/projects/wikibase/
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relevance. The quality of implementation in application ontologies is heterogeneous [23, 
24]. Derived categories for classification can be the employed reference ontology, as well 
as the adopted application ontology [25]. Besides the description of results, the demand 
for standardization of 3D models – comprising digitization and reconstruction – is still 
high [26]. 

Process Documentation 
In contrast to result documentation strategies, current approaches to documentation of 
the creation process are still theoretical [27] or highly prototypic [19]. For 3D digitiza-
tion processes and workflows differ greatly by application scenario (cf. [28]). For 3D 
reconstruction it is evident that in a majority of projects process documentation occurs 
by personal notes, communication artifacts, or versioning of states [6]. While these arti-
facts “document” a workflow and communication history, another question concerns the 
employed software, algorithms, and documentation of computational processing. For 
3D reconstruction from historical sources, guidelines are provided by the Charters of 
London [29] and Seville [30], but these do not present a clearly applicable methodology 
and therefore are rarely applied in practice [8], so they are a long way from providing a 
transparent workflow. Despite much research [c.f. 31] and numerous methods/tools [25, 
32–36] (e.g., reverse design to validate reconstructions according to their fit to historical 
images or acquired data [e.g. 37, 38]; documentation methods to justify modelling steps 
and decisions taken during the 3D reconstruction [35, 39, 40]; assessment of possible 
scenarios by numerically calculating an index of reliability [27, 41, 42]) there is still no 
consensus about methodology to document the creation process of 3D reconstructions 
in a transparent way. 

2.3 3D Data 

A wide range of 3D file types is currently available. A main distinction is between 
proprietary 3D model formats (C4D for Maxon Cinema 4D or MAX for Autodesk 
3D Studio Max), which are specific to the software in which they were created, and 
overarching formats like OBJ, DAE, STL, FBX, X3D, and gITF, which can be opened 
and created by many software tools [43]. Surface representations as in the formats 
mentioned above are distinct from volume information as in DICOM. Several approaches 
are using specific standards integrating both 3D and metadata, such as IFC for BIM [44] 
or Shapefiles for GIS [45]. Since formats such as OBJ and PLY are proprietary structured, 
DAE and X3D follow an XML-based data organization. Formats like X3D and gITF 
are specifically designed for browser-based viewing [46]. Another issue is storing 3D 
information. Generative approaches do not rely on storing resultant 3D geometries, but 
on parameters, and generate a 3D object in real time [47, 48]. In contrast, discrete 
approaches store all 3D information: (A) point clouds as a set of points in a defined 
coordinate system; (B) wireframe/polygon models as vertices connected with edges and 
polygons; and (C) voxels as volume pixels. While geometric data can largely be sorted 
to one of these archetypes, there is a heterogeneous scope of formats for radiometric or 
dynamic information.
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2.4 Scientificity 

Scientificity is characterised by scientific principles, which are commonly understood to 
include attributes as e.g. objectivity, reliability, validity and honesty (e.g. [49]). Another 
important approach in science is the distinction between data and methods, which allows 
the discussion and reproduction of results and the assessment of possible shortcomings, 
but also mechanisms to formally compare and criticise results obtained by different 
methods. 

3 Documentation and Scientificity of Automated 3D Modelling 

The application of AI in 3D for CH has gained significant attention in the research 
community to enhance the analysis, interpretation, and preservation of CH in 3D envi-
ronments [4]. How could AI applications contribute to the documentation of 3D recon-
struction models? In the following section I want to highlight the use of AI technologies 
for 3D building generation used by our group [50]. 

3.1 Automated 3D Model Generation 

Photographs and plans are an essential source for historical research [51–53]. Numerous 
digital image archives, containing vast numbers of photographs, have been set up in the 
context of digitization projects. Within the Jena4D research group we are investigating 
and developing methods and technologies for transferring historical media and their con-
textual information into a 4D – 3D spatial and temporal scaled -model to support research 
and education on urban history. Content is made accessible as a location-dependent 
virtual reality 4D browser application for mobile devices and a 4D desktop browser 
application. Within former articles we highlighted the prospected research agenda [54] 
as well as technological venues [55, 56] but also conceptual challenges to automatically 
reconstruct the past [28, 57]. The main purpose of this contribution is to (1) highlight 
current conceptual and technological challenges, (2) examine a state of the art and (3) 
our approach towards data collection, 4D modelling and visualization at world scale, 
as well as present (4) results from demo cases in Dresden, Jena and Amsterdam and at 
world-scale. 

Virtual reconstruction of past architectures are still a very complex and research and 
labour intense approach [28]. In our work we assess to which extent virtual reconstruc-
tions could be created according to principles of the critical digital 3D model [58]  via  
technical pipelines and generative AI t ools.

3.2 Proposer and Validator Architectures to Generate Virtual Reconstructions 

In our work with mainly include historical photographs and building footprints gained 
from historical plans and maps (Fig. 1). To create time-variate 3D meshes, we use 
multi-step pipelines [3, 50]: 

Image Spatialization Is done via an SfM reconstruction using SOTA and -content based 
image retrieval (EigenPlaces) and neural matching algorithms (DISK features [59] with 
LightGlue [60]).
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Image 

Spatialization 

Roof 

Generator and 

validator 

Height assessment Resultant textured 

mesh (color-coded) 

Fig. 1. Steps of automated virtual reconstructions (Images: Komorowicz, Rajan, Maiwald) 

Roof Generator: This includes parametric roof generators as proposers and extracted 
roof structure features from satellite and aerial imagery for validation. The proposer 
uses Straight Skeleton/Parametric modeler and the validator a HEAT pipeline from 
satellite imagery [50]. Current limitations include the applicability only for still extant 
geometries – therefore SAM [61] segmented terrestrial imagery will be also used in a 
next step. 

Height Assessment: A height calculation of features is done via SIHE [62] and then 
used as height information for the parametric building generation. A cross validation is 
currently prepared for the Dresden set by using a AI based estimator [63]. 

Result of this pipeline are building geometries with simplified roof shape features 
and projected textures. As an overall finding the pipeline is shifting human intervention 
from object specific tasks towards data selection and processing tasks – e.g. by building 
datasets and optimizing processing quality. Another methodical issue is the question for 
ground-truth – already validated data, which enable to assess processing results.

3.3 GenAI Approaches for Virtual Reconstructions 

Façade texture generated 

via Stable Diffusion 3.5 

Large Turbo 

Model generated from 

4 coordinate points 

Single view reconstruction 

via Threestudio/Zero123 

Fig. 2. Steps of automated virtual reconstructions (Images: Muenster, Rajan)
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Various approaches enable the creation of architectural representations from sparse 
sources (Fig. 2). 

Façade Image Generation: In a current experimental setup, we generate facade tex-
tures using text2img generators - currently using Stable Diffusion 2 and 3.5 Turbo. In 
a second step, these images are described using VLMs (Llava, Mistral 7b) to inquire 
about suitability, quality and proportions. 

Mesh Prediction: Our current approach starts from point data and utilizes a parametric 
wall and roof feature proposer as well as projected textures from the previous step [50]. 

3D Mesh Generation from Single Imagery: Recent approaches as multimodal trans-
former architectures are proposed to generate 3D meshes from single images or even 
textual prompts. In our work we used Threestudio/Zero123 [64] to which extent these 
approaches work from single historical images. Although results are not convincing yet 
these approaches already show some potential but also raise fundamental questions. 

3.4 A Leap Forward Towards Scientific 3D Reconstructions? 

From a formal point of view, the reproducibility and objectivity of virtual reconstructions 
created by pipelines can be closer to scientific principles than ever before. They can 
be fully documented and uncertainty can be quantified in terms of probabilities and 
deviations between validator and proposer. However, the issues raised are of a different 
nature and include, for example, biased training data, parameter sets and numbers, and 
explainability [4]. 

A key issue is the truth of the content generated by the generative AI. As the proposer 
and validator architectures are still very similar to the process of traditional virtual 
reconstructions - as reconstructing and validating a 3D hypothesis [65] - generative AI 
raises questions about the nature of scientific 3D reconstructions: While there is no 
doubt that the results are hypothetical and lack object specificity, the extent to which the 
results (such as inferring patterns from large examples to propose a single case) are a 
valid intellectual deduction and thus a scientific result is questionable [66]. 

4 Conclusion 

Despite many attempts to increase the amount of high-quality online data, e.g., through 
massive digitization campaigns, art historians still have limited access to digital resources 
containing primary material and good-quality open access visual information, which is 
digitized and presented according to their preferences and needs. Against this back-
ground the provision of widely accepted workflows and standards for data, metadata 
and paradata is important to overcome the current issue of insufficient documentation. 

A recent approach includes the AI processing of data to reconstruct objects but 
also enrich data post factum and on demand. A connecting question is if 3D recon-
structions could become merely a view on multimodal data – created from data, on 
demand and according to specific purposes. This is closely coupled to current trends in
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AI development such as Explainable AI [67], or recent developments regarding LLMs 
and transformer-based approaches. 

Nevertheless, this is closely linked to quality and different concepts. While the level 
of uncertainty in hypothetical reconstructions, as well as the basis of reconstruction 
results, can be quantified or codified, a general limitation of AI-generated content stems 
from the lack of explainability of AI processes. When viewed through the lens of AI-
generated 3D models as scientific results, this poses the challenge of a lack of process 
transparency. Quality assurance and evaluation procedures for 3D reconstruction models 
currently mainly target technical quality, e.g. completeness and model contingency, while 
standardised procedures for content evaluation are widely lacking. Conversely, GenAI 
procedures enable results to be reproduced and therefore seem promising with regard to 
the current lack of reliability of human-made reconstructions. This allows the division 
between data (historical sources) and modelling processes (modelling pipelines) that is 
already very common in other domains. From a documentation perspective, creating 
3D models via GenAI potentially provides more comprehensive documentation and 
reproduction of procedures. Conversely, challenges such as explainability and quality 
assessment procedures, as well as suitability for very specific scenarios such as low-detail 
architectural objects, are currently – and perhaps fundamentally – hurdles. 
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Abstract. This paper presents a comprehensive methodology for docu-
menting and analysing traditional craft practices through ethnographic 
observation, enhanced by digital technologies. The process begins with 
thorough preparation, including workshop setup, glossary development, 
and action forecasting. Data collection integrates the digitisation of 
tools and workspaces alongside multimodal recordings—audio, video, 
and motion capture—to document practitioner actions in detail. The 
recorded data is then systematically parsed to identify objects and 
actions, with expert practitioner input guiding segmentation and inter-
pretation. These actions are subsequently modelled through simulations,
linking them to archetypal behaviours for analysis and visualisation. This
framework establishes a structured, semantically rich knowledge base for
craft actions, offering new insights into the mechanics and meaning of
traditional practices.
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1 Introduction 

The photographic and 3D documentation of CH objects has been studied for 
over three decades, leading to the proliferation and employment of a breadth of
approaches to capture and share their geometry and appearance [5, 6, 9, 28]. The 
digitisation of CH activities focused on recording kinetic or v ocal activities in
dance and theatre [11, 12, 16, 27]. Human motion has been investigated more par-
ticularly in crafts [29] [?]. Video dictionaries of crafting gestures w ere proposed
in [33]. 

Despite advancements in digital ethnography, current methodologies often 
lack a structured framework for interpreting and simulating the causal physi-
cal dynamics of craft practices. This paper introduces a no vel approach that
integrates semantic representations and physics-based simulations to bridge this
gap.

Ethnography [ 1, 15, 21] is used in craft documentation, with examples in car-
pentry [31], glasswork [2], and textile manufacturing [19]. Digital recordings were 
proposed for craft practice documentation in [34] and are used systematically to 
acquire verbal and visual content in the workshop [31]. 

The CIDOC-CRM [7] is a widely-adopted standard for the representation 
of CH. It is used in [35] to represent crafting objects, actors, and processes 
and  endowed  by  an online platform in [25] to streamline the authoring of craft 
representations. The CRM has been used to represent contextual k nowledge
about crafts in the form of narratives [24]. This work employs and extends the 
platform above.

To enhance the understanding of craft processes, we integrate finite element 
method (FEM) simulations, approximating real-world material behaviours under 
crafting actions. This simulation layer enables both verification of observed pro-
cesses and extrapolation to different material and tool configurations. Crafting
processes are analysed into actions transforming materials in [37] and classi-
fied into subtractive, formative, interlocking, and additive. These classes are 
accompanied by “simulation models” that can be refined with object geometries 
and material p arameters to instantiate specific craft actions. These models are
employed in this work.

2 Ethnography 

A digitally-aided ethnographic session is proposed. Following [38], a preparation 
workshop is held between ethnographers and practitioners on the crafting actions 
to study. The practitioner is then recorded in the workshop. In a follow-up
session, the practitioner and ethnographer review the recording.

2.1 Preparation 

In the workshop, a glossary of terms that describe the actions to be recorded is 
prepared, with each entry semantically annotated, illustrated, and exemplified as
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in [ 36]. The definitions are multilingual and include idioms and emic names. An 
illustrated storyboard and diagram are developed for the actions to be recorded. 
Diagrams decompose a scene into actions and help identify steps in the crafting 
process. The storyb oard is forecasts the process, illustrating input materials,
intermediate products, and outcomes, as well as directing requirements visually
transcribed (e.g., viewing angles).

During or after the workshop, the LCT method of inquiry is employed in one or 
more interviews with each practitioner. Focus is placed on training paths, knowl-
edge transmission, and professional stages. This analysis enables us to understand 
the overlaps between their t echnical and social dimensions. The professional life of
the practitioner is represented as a chronological narrative using the method and
online system in [24]. Life Course Theory (LCT) [13] is a sociological framework 
for analysing career trajectories and professional biographies within a life course 
context. It conceptualises an individual’s life as a sequence of social events and
roles [8, 23], shaped by historical, social, and personal factors [10]. 

2.2 Recording 

In the recording, the practitioner(s) demonstrate the process tasks described in 
the storyboard. If discrepancies arise, the ethnographer and practitioner make 
necessary adjustments to ensure an accurate representation of the crafting work-
flow.

We first digitise the 3D geometry and appearance of the tools, workpieces, 
and workspaces. Workpieces are digitised multiple times at the intermediate 
stages of t heir processing and their final state. The digitisation of objects and
workspaces follows [35]. Objects are annotated with material properties describ-
ing their composition and mechanical behaviour. They are measured from the 3D 
model and weighted, to estimate their momentum when needed. M aterial prop-
erties relevant to object appearance are encoded using Bidirectional Scattering
Distribution Functions [3]. The 3D models are converted from surface to volu-
metric meshes of hexahedra [26]. Mechanical, thermal, and appearance material 
properties are retrieved from authoritative academic databases. Workspace illu-
mination is captured using a 360◦ camera or downloaded from online libraries.

Action recordings use audio, video, and motion capture (MoCap). Key 
photographs are extracted from video or individually acquired t o serve in
visual summaries and illustrated instructions. Conventional [4] and ego-centric 
audio/video [14] documents the action. Ego-centric video from worn cameras 
shows the practitioner’s hands and approximates the practitioner’s viewpoint. 
While ego-centric video approximates the practitioner’s viewpoint, it is unsta-
ble for viewing purposes. Static overviews are more practical in constrained 
workspaces, such as a workbench. We record from two viewpoints, a static and
an egocentric, to cover the scene. When inertial MoCap is impractical, markerless
human motion estimation from video provides reliable results in unobstructed
scenes [30]. During the recording, the ethnographer keeps written and audio 
notes. If possible, the practitioner explains the task at hand. The camera is
operated automatically or by a third person.
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2.3 Representation 

The data and knowledge collected in this session are entered into the knowl-
edge base using the conventional online interface. The acquired digital assets 
are encoded as media objects in the knowledge base, as detailed in [35, 38]. 
The encoding of digital assets, metadata, and seman tic annotations follows the
CIDOC-CRM.

Formalising physical entities enables us to streamline their representation as 
organised knowledge. We automate the formation of basic knowledge elements 
representing objects, locations, persons, and motions. Spatiotemporal and tech-
nical metadata are automatically created for the asset. These knowledge elements 
are managed by registering the ethnographic recording event in the knowledge
base and linking the recordings to it. All digital assets are viewed online and
available to the ethnographer and practitioner.

3 Analysis 

The analysis of ethnographies targets the analytic identification and represen-
tation of crafting actions and their elements. Similarly to [34], we analyse the 
recording as soon as possible with the practitioner. We use event logs to tempo-
rally parse the recording and review each with the practitioner to document it. 
We obtain an a ction-centric representation of the crafting process, where actions
are semantically and physically represented as events.

3.1 Parsing 

Parsing involves identifying meaningful components in a scene, such as objects, 
actions, spatial relationships, and contextual cues. Practitioner input is inte-
grated at each stage of data interpretation, particularly during segmentation, 
ensuring that the contextual meaning behind each action is accurately captured
and reflected in the simulation.

First, we identify the physical objects in the scene. Next, we segment the 
activity into actions based on the p rinciple that ’action is the unit activity
identified by the practitioner’ [17]. This segmentation is performed with the 
practitioner. Complex activities are hierarchically analysed. The practitioner is 
invited to describe the gesture and intentionality of each action through relations 
between them. During parsing, the ethnographer’s notes help determine action
boundaries and are cross-referenced with video segments to refine segmentation
and interpretation.

This segmentation triggers the partitioning of the recorded data channels 
based on action timestamps. The outcome is a set of time stamps delimiting 
actions in the video. The resultant segments are converted to individual media 
objects and associated with the specific segment. An action event is instantiated 
in the knowledge base and these media objects are linked to it, as recordings
of this event. The knowledge elements representing the objects involved in the
action are also linked to this event.
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The practitioner and ethnographer review the recording to identify the 
physical entities involved in craft practice. This self-confrontation interview
method [32] prompts detailed discussion because participants relive the activ-
ity while watching and thinking about themselves working. The imagery reim-
merses the p ractitioners in their activity, confronting them with the recorded
gesture [20], and triggering comments on intentions, goals, and decision-making 
processes. We collect verbal descriptions of the recorded technical acts. The prac-
titioner’s comments are compiled into text and associated with the time segment. 
As causes of each crafting action, we identify the physical entities that bring the 
changes induced by that action. These entities can be events, constraints, or 
p otentials. Typically, causing entities are forces (incl. gravity), heat, moisture,
or chemical agents. Per action, the physical entities involved are identified and
semantically annotated.

3.2 Recognition 

Objects are represented through 3D models and material properties, retrieved 
from the knowledge base. Unlike previous methods that only named objects, we 
now semantically structure them within a n ontology, linking their roles (e.g.,
tool, material, product) to actions and physical transformations, as in [38]. Also, 
following [35]  and [37], actions are classified as additive, joining, subtractive, or 
forming. In this work, we identify and model the causes of actions as forces, 
motions, friction, heat, moisture, ventilation, chemical agents, or others. While 
these capture physical interactions, certain tacit knowledge aspects of crafts-
manship (e.g., sensory judgment, corrective intuition) may require additional
qualitative analysis. Some causal entities, such as micro-scale friction or muscle
forces, may require indirect estimation or approximation through tool motion
instead of direct measurement.

In our online implementation, online forms facilitate defining causing e ntities
when representing actions. In Fig. 1, shown is the 3D model of an object (left), 
its entry form as a tool (middle), a nd the definition of an action event where it
is used (right).

Fig. 1. Representation of a 3D model (left) as a tool (middle) and documentation of 
its use in a crafting action (right).

In the example, the movement of a tool and gravity are registered as causing 
entities, showing the combination of heterogeneous physical entities; i.e., forces
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and tool motion. Although identifying causing entities is straightforward, their 
quantification can be challenging. In the example, muscle forces exerted by the 
practitioner are difficult to measure. Instead, modelling tool motion as the caus-
ing entity serves is simpler because it can be measured more easily from the 
video. These causal relationships were validated by analysing video recordings
alongside motion capture data, allowing for the identification of key physical
variables such as applied force, friction coefficients, and material deformation.

Intuitively, the action description template models the physical entities that 
govern the action. Representing physical entities as knowledge elements asso-
ciates the functional and semantic action counterparts. The result is a struc-
tured, ontology-based instantiation of an action schema. Completing the online 
template for this schema triggers the instantiation of the c orresponding knowl-
edge elements. In the ontology, causing entities are represented as events that
affect the object (physical entities) in the simulated scene.

3.3 Representation 

In [ 37], actions are mapped to“archetypa” FEM-based simulations abstracting 
elementary crafting actions. The schema translates these archetypes into exe-
cutable simulations with specific objects, shapes, gestures, and materials. These 
elements are enriched with attributes that represent physical material p roper-
ties. Technically, the simulation is dynamically prescribed in a simulation file for
the Simulia Abaqus 6.23-1 FEM implementation.

The toolbox in [39] is used to realistically render the simulated actions, using 
light-transport models and Mitsuba 3 as the rendering engine. The simulation 
results are interfaced with the toolbox to render crafting action results across 
conventional and challenging materials, such as metals and glass. The toolbox 
hides the programming complexity and interfaces with the simulator, approxi-
mating the original action. We found two useful ways to visualise the simula-
tion result. The first is to employ a 360◦ image map to immerse in a specific
workspace. The second is abstracting the scene to its essential elements to reduce
cognitive load and enhance comprehension. The virtual camera pose is arbitrarily
defined and can be used to create first-person or panoramic views.

The simulation approximates recorded actions and supports variations in 
materials and tool configurations for broader analysis. However, complex mate-
rial transformations, such as phase changes or fine-scale plastic deformation, may 
require additional material models or empirical validation for high accuracy. An 
online platform documents these knowledge entities as objects, events, and rela-
tions between them. The semantic annotation of the knowledge elements provides
linguistic references and thesauric organisation of the represented knowledge.

4 Experiments 
4.1 Plaster Throwing 

This experiment explores plaster-throwing for creating moulds. The objective 
is to analyse the practitioner’s movements, encode the crafting actions seman-
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tically, and simulate material behaviour in a virtual environment f or analytical
and training purposes.

Initially, we digitised in 3D the plaster-throwing tools used in the process and 
represented them in the knowledge base. Then we recorded the process using 
an egocentric camera, capturing the practitioner’s perspective and hand move-
ments, and a scene overview, providing a stable external reference for workspace 
interactions. Using the recordings we reconstructed the practitioner’s motion 
as a 3D avatar. Using event logs from the video data, we semi-automatically 
segmented the crafting process into elementary plaster-throwing actions. The 
extracted movements were semantically structured, linking each action to a func-
tional role. The recording was registered as an event in the knowledge base and
the digital assets from the session were linked to it and made available online
through Web browser access for review. This includes the 3D models and the
synchronised audio-visual recordings. In Fig. 2, shown is the registration of the 
recording event in the knowledge base (left), the list of r ecorded actions (middle),
and the collection of video segments (right).

Fig. 2. Event registration (left), action collection (middle), a nd recordings preview
(right).

Following the workshop findings, our study focused on tools and body pos-
ture during the actions. The motion-extracted 3D avatar effectively captured the 
hand and body movements aligning with real-world observations. Including 3D-
scanned tools enhanced the accuracy of tool-material interactions, enabling a more 
faithful simulation of practitioner techniques. Deviations are observed in fine-scale, 
due to the complexity of modelling material behaviour. The simulation provided 
a meaningful approximation but would benefit from more advanced material cal-
ibration and experimental validation through high-speed imaging. An interactive 
physics-based application of the plaster-throwing provides an introduction to the 
craft and workshop. The tools models and the motion data guide the virtual throw-
ing dynamics, allowing for real-time exploration of tool-material interactions. Key
components of the application include (a) 3D-integrated plaster throwing tools,
(b) gravity, inertia, and real-world dynamics constraints, and (c) real-time inter-
action to practice with throwing speed and tool angles. In Fig. 3,  shown  are  two  
views from the overview and worn camera (left column, top and bottom, respec-
tively). The rest of the columns show the reconstruction of body posture (top) and
tool manipulation (bottom) in simulation.
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Fig. 3. Ethnographic videos of plaster throwing (left) and v irtual reenactment (middle,
right).

A formative comparison analysis was conducted between the real-world 
plaster-throwing process and the simulated environment, focusing on the accu-
racy of material deposition compared to real-world footage, the effect of the 
practitioner’s wrist angle on the final body formation, and differences between 
recorded and simulated tool-material interactions. This identified discrepancies 
and areas for refinement. The use case demonstrates the decomposition of the 
throwing process int o action sequences and causal interactions, a computational
model linking motion to material behaviour, supporting analysis and learning,
and an interactive training tool, where users can adjust physical parameters and
explore different throwing strategies.

4.2 Carving 

We investigated the suitability of the approach in comparing mechanical and 
semantic similarities of carving in wood and marble crafts as similar subtractive 
processes. The commonalities analysed are tool use and carving mechanics. We 
demonstrate that while materials differ in mechanical properties, the consistency
of fundamental principles of carving is reflected in the obtained representation.

The experiment involved two practitioners, one working with wood and the 
other with marble. The carving strokes were documented through egocentric 
and overview video recordings, capturing hand movements, tool-material inter-
actions, and material r emoval dynamics. These recordings were processed to
digitise gestures and workpieces, enabling a structured analysis of technique
commonalities and differences.

The collected digital assets were integrated into the knowledge base, where 
both processes were classified as members of the same class of subtractive pro-
cesses. The ontology semantically linked the carving tools, tool-material interac-
tions, and action sequences, allowing for comparative reasoning between the two 
craft traditions. Additionally, 3D scans of the workpieces before and after carv-
ing were recorded, along with the digitised tools, making the dataset accessible
for review and analysis.
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The digital assets were registered into the knowledge base. The ontology links 
tools to their edge geometries, and interaction forces within the context of the 
action, capturing how the tool’s shape affords material removal. The ontology 
stores the digitised workpieces before and after carving, recording material trans-
formation across strokes. This enables the comparison of tool force and angle
variations. The semantic structuring of mechanics enables the reuse of mechan-
ical principles across materials. In Fig. 4, this process is illustrated by showing 
the ethnographic record of the action (left), its F EM simulation (middle), and
its photorealistic rendering (right).

Fig. 4. Observation (left), simulation (middle), and rendering (right) of a woodcarving
action.

In the simulation experiments, we compared the properties of tools and 
actions, accounting for (a) tool shape and composition, (b) stroke duration, 
momentum, and incidence angle, and (c) material damage. The simulations 
highlight that, despite the differences in how materials react to carving, the 
fundamental structure of the action sequence remains consistent. This type of
study supports generalisation to other materials with similar properties and the
prediction of the results of new tools or different strokes. In Fig. 5,  shown  is  
the retrieval of knowledge entities on tools, recordings, and simulations for the 
carving technique in marble (top) and wood (bottom).

5 Discussion 

With this work, we validate a foundation for supporting ethnographic and craft 
documentation, through structured semantic modelling and physics-based simu-
lation. The association of semantic representation, recording, and physics-based 
simulation provides a framework for systematically expanding knowledge, poten-
tially even from existing recordings. The structured, semantically enriched repre-
sen tations of craft actions, contribute to the long-term preservation of intangible
cultural heritage, offering future researchers a detailed framework for under-
standing and analysing traditional practices.

Our outlook is a refinable, semantically annotated vocabulary of simulators. 
This would contribute to formal schemas for crafting processes that allow for 
knowledge transfer and structured comparisons of techniques. By bridging real
and virtual actions, we can create physically consistent training datasets, for
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Fig. 5. Comparative study of carving actions on marble (top) and wood (bottom).

machine-learning within real-world constraints. By modifying material proper-
ties, tool geometries, and causal entities, we can predict artefact appearance 
and generate realistic renderings for several Given recent progress in Neural
Radiance Fields [22] and Gaussian Splatting [18] in the generation of dynamic 
content the possibility of reproducing and predicting interactions between tools
and materials is envisaged.

Funding Information. This work was implemented under the project Craeft, which 
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program under grant agreement No. 101094349.

References 

1. Atkinson, P.: The Ethnographic Imagination: Textual Constructions of R eality.
Routledge, London (1990). https://doi.org/10.4324/9781315852065 

2. Atkinson, P.: Blowing hot: the ethnography of craft and the craft of ethnography.
Qual. Inq. 19(5), 397–404 (2013). https://doi.org/10.1177/1077800413479567 

3. Bartell, F., Dereniak, E., Wolfe, W.: The theory and measurement of bidirectional 
reflectance distribution function and bidirectional transmittance distribution func-
tion. In: Radiation Scattering in Optical Systems. SPIE (1981). https://doi.org/ 
10.1117/12.959611 

4. Bates, C. (ed.): Video Methods: Social Science Research in Motion. Routledge,
New York (2015). https://doi.org/10.4324/9781315832739 

5. Corns, A.: 3D-icons: guidelines and case studies (2013). https://doi.org/10.5281/ 
zenodo.1311796 

6. Daneshmand, M., et al.: 3D scanning: a comprehensive survey (2018). https://doi. 
org/10.48550/ARXIV.1801.08863 

7. Doerr, M.: The CIDOC conceptual reference module: an ontological approach to 
semantic interoperability of metadata. AI Mag. 24(3), 75–92 (2003). https://doi. 
org/10.1609/aimag.v24i3.1720

https://doi.org/10.4324/9781315852065
https://doi.org/10.4324/9781315852065
https://doi.org/10.4324/9781315852065
https://doi.org/10.4324/9781315852065
https://doi.org/10.4324/9781315852065
https://doi.org/10.4324/9781315852065
https://doi.org/10.1177/1077800413479567
https://doi.org/10.1177/1077800413479567
https://doi.org/10.1177/1077800413479567
https://doi.org/10.1177/1077800413479567
https://doi.org/10.1177/1077800413479567
https://doi.org/10.1177/1077800413479567
https://doi.org/10.1117/12.959611
https://doi.org/10.1117/12.959611
https://doi.org/10.1117/12.959611
https://doi.org/10.1117/12.959611
https://doi.org/10.1117/12.959611
https://doi.org/10.1117/12.959611
https://doi.org/10.1117/12.959611
https://doi.org/10.4324/9781315832739
https://doi.org/10.4324/9781315832739
https://doi.org/10.4324/9781315832739
https://doi.org/10.4324/9781315832739
https://doi.org/10.4324/9781315832739
https://doi.org/10.4324/9781315832739
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.5281/zenodo.1311796
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.48550/ARXIV.1801.08863
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720
https://doi.org/10.1609/aimag.v24i3.1720


56 X. Zabulis et al.

8. Elder, G.: The life course as developmental theory . Child Dev. 69(1), 1 (1998).
https://doi.org/10.2307/1132065 

9. Commission, E.: Study on quality in 3D digitisation of tangible cultural h eritage.
Publications Office of the European Union (2022). https://doi.org/10.2759/581678 

10. Garfinkel, H.: Studies in Ethnomethodology. Prentice-Hall, Englew ood Cliffs (1967)
11. Georgiev, G., Hristov, G., Zahariev, P., Kinaneva, D.: Innovative conservation of 

intangible cultural heritage through motion capture and 3D scanning metho ds. In:
International Conference on Communications, Information, Electronic and Energy
Systems, pp. 1–5. IEEE (2024). https://doi.org/10.1109/ciees62939.2024.10811258 

12. Hou, Y., Kenderdine, S., Picca, D., Egloff, M., Adamou, A.: Digitizing intangible 
cultural heritage embodied: s tate of the art. J. Comput. Cult. Heritage 15(3), 1–20
(2022). https://doi.org/10.1145/3494837 

13. Hutchison, E.: Life Course Theory, pp. 1–10. Springer (2017). https://doi.org/10. 
1007/978-3-319-32132-5_13-2 

14. Jeong, E., Yu, J.: Ego-centric recording framework for Korean traditional crafts 
motion. In: Ioannides, M., et al. (eds.) EuroMed 2018. LNCS, vol. 11197, pp. 118–
125. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-01765-1_14 

15. Jones, J., Watt, S. (eds.): Ethnography in Social Science Practice. Routledge, Lon-
don (2010)

16. Joshi, M., Chakrabarty, S.: An extensive review of computational dance automa-
tion techniques and a pplications. Proc. Roy. Soc. A 477(2251), 20210071 (2021).
https://doi.org/10.1098/rspa.2021.0071 

17. Keller, C., Keller, J.: Cognition and Tool Use: The Blacksmith at Work. Cambridge
University Press, Cambridge (1996)

18. Kerbl, B., Kopanas, G., Leimkuehler, T., Drettakis, G.: 3D gaussian splatting for 
real-time radiance field rendering. Trans. Graph. 42(4), 1–14 (2023). https://doi. 
org/10.1145/3592433 

19. Konstantinou, K., Anagnostopoulos, A.: Interweaving contemporary art and “tra-
ditional” crafts in ethnographic researc h. Art/Res. Int.: Transdisc. J. 4(1), 58–82
(2019). https://doi.org/10.18432/ari29420 

20. Bellu, S., Blanc, B.: How to characterize professional gestures to operate tacit 
know-how transfer? Electron. J. Knowl. Manage. 10(2), 142–153 (2012)

21. McGranahan, C.: What is ethnography? Teaching ethnographic sensibilities with-
out fieldwork. Journal 4 (2015). https://doi.org/10.22582/ta.v4i1.421 

22. Mildenhall, B., Srinivasan, P., Tancik, M., Barron, J., Ramamoorthi, R., Ng, R.: 
NeRF: representing scenes as neural radiance fields for view synthesis. Commun.
ACM 65(1), 99–106 (2021). https://doi.org/10.1145/3503250 

23. Moen, P., Sweet, S.: From ‘work-family’ to ‘flexible careers’: a life course 
reframing. Commun. Work Fam. 7(2), 209–226 (2004). https://doi.org/10.1080/ 
1366880042000245489 

24. Partarakis, N., et al.: Representation of socio-historical context to support the 
authoring and presentation of multimodal narrative s: the Mingei online platform.
J. Comput. Cult. Herit. 15(1), 1–26 (2021). https://doi.org/10.1145/3465556 

25. Partarakis, N., et al.: A web-based platform for traditional craft documenta-
tion. Multimodal Technol. Interact. 6(5), 37 (2022). https://doi.org/10.3390/ 
mti6050037 

26. Pietroni, N., et al.: Hex-mesh generation and processing: a survey. ACM Trans.
Graph. 42(2), 1–44 (2022). https://doi.org/10.1145/3554920 

27. Sporleder, C.: Natural language processing for cultural heritage domains. Lang.
Linguist. Compass 4(9), 750–768 (2010). https://doi.org/10.1111/j.1749-818x. 
2010.00230.x

https://doi.org/10.2307/1132065
https://doi.org/10.2307/1132065
https://doi.org/10.2307/1132065
https://doi.org/10.2307/1132065
https://doi.org/10.2307/1132065
https://doi.org/10.2307/1132065
https://doi.org/10.2759/581678
https://doi.org/10.2759/581678
https://doi.org/10.2759/581678
https://doi.org/10.2759/581678
https://doi.org/10.2759/581678
https://doi.org/10.2759/581678
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1109/ciees62939.2024.10811258
https://doi.org/10.1145/3494837
https://doi.org/10.1145/3494837
https://doi.org/10.1145/3494837
https://doi.org/10.1145/3494837
https://doi.org/10.1145/3494837
https://doi.org/10.1145/3494837
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-319-32132-5_13-2
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1007/978-3-030-01765-1_14
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1098/rspa.2021.0071
https://doi.org/10.1145/3592433
https://doi.org/10.1145/3592433
https://doi.org/10.1145/3592433
https://doi.org/10.1145/3592433
https://doi.org/10.1145/3592433
https://doi.org/10.1145/3592433
https://doi.org/10.18432/ari29420
https://doi.org/10.18432/ari29420
https://doi.org/10.18432/ari29420
https://doi.org/10.18432/ari29420
https://doi.org/10.18432/ari29420
https://doi.org/10.18432/ari29420
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.22582/ta.v4i1.421
https://doi.org/10.1145/3503250
https://doi.org/10.1145/3503250
https://doi.org/10.1145/3503250
https://doi.org/10.1145/3503250
https://doi.org/10.1145/3503250
https://doi.org/10.1145/3503250
https://doi.org/10.1080/1366880042000245489
https://doi.org/10.1080/1366880042000245489
https://doi.org/10.1080/1366880042000245489
https://doi.org/10.1080/1366880042000245489
https://doi.org/10.1080/1366880042000245489
https://doi.org/10.1080/1366880042000245489
https://doi.org/10.1145/3465556
https://doi.org/10.1145/3465556
https://doi.org/10.1145/3465556
https://doi.org/10.1145/3465556
https://doi.org/10.1145/3465556
https://doi.org/10.1145/3465556
https://doi.org/10.3390/mti6050037
https://doi.org/10.3390/mti6050037
https://doi.org/10.3390/mti6050037
https://doi.org/10.3390/mti6050037
https://doi.org/10.3390/mti6050037
https://doi.org/10.3390/mti6050037
https://doi.org/10.1145/3554920
https://doi.org/10.1145/3554920
https://doi.org/10.1145/3554920
https://doi.org/10.1145/3554920
https://doi.org/10.1145/3554920
https://doi.org/10.1145/3554920
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x
https://doi.org/10.1111/j.1749-818x.2010.00230.x


Representation and Preservation of Traditional Crafting Techniques 57

28. Storeide, M., George, S., Sole, A., Hardeberg, J.: Standardization of digitized her-
itage: a review of implementations o f 3D in cultural heritage. Herit. Sci. 11(1)
(2023). https://doi.org/10.1186/s40494-023-01079-z 

29. Strand, E.A., Lindgren, S., Larsson, C.: Capturing our cultural intangible textile 
heritage, MoCap and craft technology. In: Ioannides, M., et al. (eds.) EuroMed
2016. LNCS, vol. 10059, pp. 10–15. Springer, Cham (2016). https://doi.org/10. 
1007/978-3-319-48974-2_2 

30. Sun, Y., Liu, W., Bao, Q., Fu, Y., Mei, T., Black, M.: Putting people in their 
place: monocular regression of 3D people in depth. In: IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 13233–13242. IEEE (2022). https:// 
doi.org/10.1109/cvpr52688.2022.01289 

31. Vannini, P., Vannini, A.: Artisanal ethnography: notes on the making o f
ethnographic craft. Qual. Inq. 26(7), 865–874 (2019). https://doi.org/10.1177/ 
1077800419863456 

32. Cranach, M.: Goal-Directed Action. Ac ademic Press, London (1982)
33. Wang, K.-A., Liao, Y.-C., Chu, W.-W., Chiang, J.Y.-W., Chen, Y.-F., Chan, P.-C.: 

Digitization and value-add application of bamboo weaving artifacts. In: Xing, C.,
Crestani, F., Rauber, A. (eds.) ICADL 2011. LNCS, vol. 7008, pp. 16–25. Springer,
Heidelberg (2011). https://doi.org/10.1007/978-3-642-24826-9_6 

34. Wood, N.: Transmitting craft knowledge: designing interactive media to support 
tacit skills learning. Ph.D. thesis, Sheffield Hallam University, Sheffield, UK (2006)

35. Zabulis, X., et al.: Digitisation of traditional craft processes. J. Comput. Cult.
Herit. 15(3), 1–24 (2022). https://doi.org/10.1145/3494675 

36. Zabulis, X., et al.: Multimodal dictionaries for traditional craft education. Multi-
modal Technol. Interact. 8(7), 63 (2024). https://doi.org/10.3390/mti8070063 

37. Zabulis, X., et al.: Modelling and simulation of traditional c raft actions. Appl. Sci.
14(17), 7750 (2024). https://doi.org/10.3390/app14177750 

38. Zabulis, X., et al.: A representation protocol for t raditional crafts. Heritage 5(2),
716–741 (2022). https://doi.org/10.3390/heritage5020040 

39. Zabulis, X., et al.: Simulation and visualisation of traditional craft actions. Heritage
7(12), 7083–7114 (2024). https://doi.org/10.3390/heritage7120328

https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1186/s40494-023-01079-z
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1007/978-3-319-48974-2_2
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1109/cvpr52688.2022.01289
https://doi.org/10.1177/1077800419863456
https://doi.org/10.1177/1077800419863456
https://doi.org/10.1177/1077800419863456
https://doi.org/10.1177/1077800419863456
https://doi.org/10.1177/1077800419863456
https://doi.org/10.1177/1077800419863456
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1007/978-3-642-24826-9_6
https://doi.org/10.1145/3494675
https://doi.org/10.1145/3494675
https://doi.org/10.1145/3494675
https://doi.org/10.1145/3494675
https://doi.org/10.1145/3494675
https://doi.org/10.1145/3494675
https://doi.org/10.3390/mti8070063
https://doi.org/10.3390/mti8070063
https://doi.org/10.3390/mti8070063
https://doi.org/10.3390/mti8070063
https://doi.org/10.3390/mti8070063
https://doi.org/10.3390/mti8070063
https://doi.org/10.3390/app14177750
https://doi.org/10.3390/app14177750
https://doi.org/10.3390/app14177750
https://doi.org/10.3390/app14177750
https://doi.org/10.3390/app14177750
https://doi.org/10.3390/app14177750
https://doi.org/10.3390/heritage5020040
https://doi.org/10.3390/heritage5020040
https://doi.org/10.3390/heritage5020040
https://doi.org/10.3390/heritage5020040
https://doi.org/10.3390/heritage5020040
https://doi.org/10.3390/heritage5020040
https://doi.org/10.3390/heritage7120328
https://doi.org/10.3390/heritage7120328
https://doi.org/10.3390/heritage7120328
https://doi.org/10.3390/heritage7120328
https://doi.org/10.3390/heritage7120328
https://doi.org/10.3390/heritage7120328


3D and Annotations: The Memory Viewer 
as a Hub in the Semantic Web 

for Cultural Heritage 

Øyvind Eide1,2(B) 

1 Department for Digital Humanities, University of Cologne, Cologne, Germany 
oeide@uni-koeln.de 

2 Center for Data and Simulation Science, University of Cologne, Cologne, Germany

Abstract. Annotations were traditionally a way to add comments and 
extensions to manuscripts, which developed into the footnote as a for-
malised system for second layers in texts. With the development for 3D 
modelling as a means to digitise physical objects, as well as to make born 
digital models, annotation was also extended to such objects. Based on 
this wider view on annotations, a truly integrated semantic web for cul-
tural heritage can be d eveloped, based on contextual modelling of mem-
ory twins. This paper describes this development and discuss where it
might go from here, seeing annotations as mechanisms for the integration
of complex objects across media borders.

Keywords: 3D Models · Annotation · Modelling · Semantic Web · 
Memory T wins · Memory Viewer

1 The Arrigo Showcase: A Semantic Web for Cultural 
Heritage 

The EPOCH network of excellence was a significant collection of cultural heritage 
institutions in Europ e, with around 100 partners involved.1 Its goals included 
the integrating of cultural heritage resources and the improvement of production 
pipelines for digital resources. Towards the end of the project, a need for better 
integrating 3D resources to textual sources was identified, and an ontological
approach was tried out for the concrete connection between resources.

The results of this experiment was published in [6]. As a case study, the 
burial monument of Arrigio VII was chosen, as many of the building blocks 
already existed for this artefact. The original 3D model of the Arrigio VII mon-
ument included textual annotation, but within a closed system—ev en the texts
were bitmaps. The new system opened up the 3D model, converting it into the
COLLADA file format.2 The texts were retrieved from the original Word files
1 http://epoch-net.org. 
2 https://en.wikipedia.org/wiki/COLLADA. 
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and converted to TEI-XML,3 which was then converted to HTML in the web 
system. Between the text and the 3D models, a CIDOC-CRM4 compatible model 
was created and linearised in RDF. It was visualised through the MAD Semantic 
Web Viewer developed in the EPOCH network of excellence and worked as a con-
nector between annotations on the 3D models and specific textual descriptions,
for instance, offering information about the head of the statue.

The system as a whole was an example of a small experimental multi-modal 
semantic web system for cultural heritage. As shown in Fig. 1, the intermodal 
connections between the 3D model annotations, the CIDOC-CRM knowledge 
base, and the TEI documents were hypothetically complemented with further 
intermodal connections between the 3D model and other spatial objects, be tween
the knowledge base and other ontological objects, and between the TEI-XML
document and other online texts.

Fig. 1. A semantic web for c ultural heriatage.

2 Oseberg 

In 1903, a ninth century viking ship burial was found close to the farm Oseberg 
in Norway. The site was excavated in 1904–5, based on state of the art archaeo-
logical documentation methods, including professional drawers making figures of
the objects and their context. One example can be found in Fig. 2. The advan-
tages over photo documentation in certain use cases, for instance, if the purpose

3 https://www.tei-c.org. 
4 https://cidoc-crm.org. 
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is to understand the context and layout of the burial, is clearly visible if one
compare to Fig. 3,  cf. [4]. 

Fig. 2. A drawing representing a spatial model of the Oseberg Viking Ship. Museum 
of Cultural History, University of Oslo, Saksnr 05_8823_2_835_C55000.

Whether these drawings are twins of their motive will not be addressed in 
this paper, but a number of digital twins have later been created, of the viking 
ship as well as of specific artefacts found during the excavation. One example is 
a laser scan of the ship which also documents central aspects of the construction 
of it. This 3D model w as among the sources for a stress model used to assess the
future stability of the ship, as part of discussions about possibly moving the ship
to a new location in the early 2000s [7]. These two models represent different 
aspects of the ship and are developed for different purposes [2], cf. [3]. As digital 
twins, they both have the nature of “twinness,” but it is stronger connected to 
some aspects than to other for both twins. Seen as models, they focus on different
aspects in the modelling process, affording different uses of the models.

If we look at the available documentation system for the Oseberg ship, a 
significant amount of material has been made available by The Museums for
Cultural Heritage at the University of Oslo,5 which is the institution responsible 
for the collections. This includes images, 3D models, textual object descriptions,

5 http://khm.uio.no/. 
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Fig. 3. Photography from the excavation of the Oseberg ship in 1904. Museum of 
Cultural History, University of Oslo/Olaf Væring.

and also text introducing the ship and its pre-historical and historical context. 
These stories are memory stories, but not twins in the meaning intended here.6

3 Lehre in 3D 

Annotations were traditionally a way to add comments and extensions to 
manuscripts, which developed into footnotes as a formalised system for a second
level of sequential communication in texts [5]. 7 It was also used to add informa-
tion to images and grew into text encoding as part of digitisation of paper based 
resources—mainly texts, but later also documents as spatial objects, also with
images being annotated.

Another tradition is the use of objects in teaching. This has always been 
fundamental to practical learning. Learning how it build a musical instrument 
or a boat will always involve studying existing instruments and boats as well as 
working intensively with the materials used, such as wood. This tradition was 
taken up in the performative turn in theatre studies in the twentieth century,
as represented by Carl Niesen at the Theatre Collection at the University of
Cologne (TWS) [9].

6 On the concepts of ‘Memory Twin,’ see [8]. 
7 It does not always stop at two levels, footnotes on footnotes are possible, as are 

parallel systems of footnotes with different numbering systems.
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Teaching with objects in the context of museums and other collections is 
by nature difficult, given the focus on the preservation of historical objects in 
such collections. Indeed, at TWS, using the more and more fragile objects for 
teaching became increasing difficult. A solution to this conundrum was to create 
digital replica of the objects to be used in teaching, adding the key information
communicated in teaching to specific points of the 3D replica of the object as
annotations, and chaining these annotations together to stories. This was the
basis for the project “Lehre in 3D”,8 in which the Kompakkt tool was born as a 
3D annotation tool and story telling device.

4 Kompakkt 

With the development of 3D modelling as a means to digitise physical objects, 
as well as to create born digital mo dels, annotation was also extended beyond 2
dimensional documents.9 The Kompakkt annotation tool10 does not only enable 
annotations of different digital objects including 3D models, but also the anno-
tations themselves are extended multimodal objects, and they can be linked
together for storytelling. In the Artest project,11 a digital lab was being devel-
oped as a Wordpress system where storytelling in text and image includes 3D 
annotated mod els using embedded Kompakkt windows as part of the narrative
structure.

This integrates the three main use cases from Kompakkt. From the begin-
ning in 2017 it was planned and implemented as a tool for extended artefact 
based learning.  It  is  also  a  research project in which a deeper understanding of 
what annotations are and can be, and how they connect to other systems for 
information integration and contextualisation, is established. It is part of the 
extension of annotations beyond an-notation, that is, notational systems in a 
strict symbolic sense, seeing annotation more as meaningful links between com-
plex multimodal objects. And third, it is an infrastructure for the storage and
publication of digital 3D objects, enabling annotation based storytelling. This
has a significant potential for the democratisation of the establishment of meta-
data and paradata connected to objects which are often contested and have a
complex provenience.

It is crucial to the success of Kompakkt, in past and well as presently and 
for the future, that these three aspects are playing together to enable a multi-
perspective development of research software as not only software for research, 
but also for research based teaching and project work. Software development is
an integrated part of research and teaching, integrating theory and praxis in a
cycle of modelling.

8 http://tinyurl.com/UoC3D. 
9 Kompakkt can also be used to a nnotate 2D documents.

10 http://www.kompakkt.de/. 
11 https://www.artest-project.eu/. 
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5 Cultural Heritage Storytelling and the Memory Viewer 

This takes us back to the semantic web for cultural heritage mentioned in the 
beginning of the paper. A knowledge graph represents aspects of cultural her-
itage, including objects, parts of objects, destructive and non-destructive analysis 
of objects such as sample taking and analysis and multispectral light analysis, 
respectively. Each node in these knowledge graphs which represents information 
about a part of an object, whether visible or not, can in principle be connected to 
a point, line, or area of the 3D object through a formal annotation representing
an object which belongs to a class in an ontology. This will, again in principle,
integrate any aspect of relevance of a 3D object, being it a replica or a born
digital object, to a semantic web for cultural heritage.

Such a system is currently under development b y the Kompakkt consor-
tium,12 continuing the focus on Kompakkt as a research and education project, 
in addition to its usefulness as a cultural heritage documentation platform. A 
proof of concept will be developed as a materialisation of the concept of 3D mod-
els as memory twins: the Kompakkt tool for annotation and storytelling will be 
developed into a Memory Viewer connecting textual, visual, non-visual analysis, 
and in principle information objects of any other mediality to a formal ontology 
based backbone, pushing the integration of storytelling with objects towards a
formal representation of relationships in cultural heritage. Still, even if the sys-
tem includes a formal representation, the tradition of text based annotation is
still kept, enabling the inclusion of information which cannot be formalised into
a formal ontology.

6 Conclusion 

This article discuss some aspects of the development of a multimodal semantic 
web for cultural heritage. It is shown that the development and publication of 
replica in the form of digital twins is not enough. It is also necessary to model the 
objects as meaningful entities embedded in deep cultural meaning, developing 
a contextualised set of memory twins. By integrating knowledge graphs based 
on well defined formal ontologies, textual information encoded in TEI-XML, 
and other media types, the 3D objects can be accessed in what we here call a
memory viewer. This opens up for a change in the representation and expression
of knowledge which is comparable to what happened in spatial humanities when
GIS systems were extended with Deep Maps [1]. 

This enables a deep meaningful integration of different aspects of cultural 
heritage. For 3D objects, it supports the development from object via modelling 
and annotation to learning in a wide sense. The Memory Viewer develops the 
computer based work with 3D models from 3D viewing to tools for 3D story-
telling, in which annotations function as complex meaningful multimodal links,
enabling a deeper integration between 3D annotation points and human knowl-
edge through formal knowledge graphs.
12 https://kompakkt.de/about. 
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Abstract. The eArchiving Initiative is a European Commission programme that 
provides specificity and guidance for implementing conformant and interoperable 
Open Archival Information Systems (OAIS, ISO 14721) via core package specifi-
cations, software, a reference architecture, training and a Conformance Seal. Con-
tent Information Type Specifications (CITS) further extend this core to support 
data types such as relational databases, geospatial data, and record management 
systems in domains such as eHealth, Engineering and Cultural Heritage. 

In the last two years, the Initiative has produced a new specification for 3D 
Product Model data that supports the domain of engineering product models 
(such as Computer Aided Design) and builds on the existing standards LOTAR 
(Long Term Archiving and Retrieval, EN/NAS 9300) and STEP (Standard for the 
Exchange of Product Model Data, ISO 10303). This CITS was recently published 
by the DILCIS Board (https://dilcis.eu/). 

eArchiving is now working with domain experts, including Marinos Ioannides 
(Cyprus University of Technology) and Franco Niccolucci (Prisma) to develop a 
new CITS for 3D models in Cultural Heritage. 

This paper will introduce the eArchiving Initiative and its core and 3D speci-
fications. The roles of paradata, metadata, technical metadata and authentication 
of models are highlighted for the Cultural Heritage CITS and there is a framework 
for archiving complete product designs, construction projects or heritage memory 
twins via collections of archival packages (AIPs) linked via the new International 
Council on Archives (ICA) Records in Contexts ontology (RiC). 

Archiving the Lambousa boat 3D model using the E-ARK 3D CITS and the 
eArchiving earkweb tool is demonstrated. (250 words). 

Keywords: eArchiving · Digital Preservation · DCH 3D models
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1 Introduction 

1.1 Rationale 

The eArchiving Initiative is a procurement of the European Commission1 , funded under 
DIGITAL2 , and it builds upon the eArchiving Building Block3 and the original E-ARK 
Project4 . The Initiative is run by the E-ARK Consortium5 , led by the Group Leader 
AIT Austrian Institute of Technology GmbH, with Group Members Highbury R&D Ltd 
(Ireland), DLM Forum MTÜ (Estonia), Gabinete Umbus SL (Spain), and KEEP Solu-
tions LDA (Portugal). Six subcontractors participate via AIT, and fifteen organisations 
join directly via the DLM Forum6 . The primary objective of this initiative is to pro-
mote sustainable eArchiving across Europe and provide access to E-ARK’s open-source 
standards, specifications, tools, validation procedures, training resources, and outreach 
services. Also, as part of this overall remit, eArchiving has a key task to collaborate 
with experts from within the DCH domain to develop specifications and guidance for 
the LTDP of 3D models in that domain. For this purpose, the Italian company Prisma, 
participating via DLM Forum, occupies a crucial role in the E-ARK Consortium: in the 
first instance Prisma’s Franco Niccolucci has a key role to liaise with the 4CH project 
(https://www.4ch-project.eu/, now ended) for which he was the Technical Director. 

This paper is the write-up of the Euromed 24 presentation “eArchiving and Long-
Term Preservation of 3D models: My 3D model is wonderful now, but will it last?” 
and it springs directly from the work of the eArchiving 3D network of experts. Prisma 
continues to provide expertise and guidance in the 3D domain, and the material in this 
section relies heavily on their comprehensive and detailed report into 3D preservation 
by Amico and Felicetti [1], hereafter referred to as the Prisma report. 

The Prisma report stresses the need for Digital continuity within the DCH com-
munity: the ability to use and keep using digital information over time, despite the 
technological obsolescence that ravages the domain with its frequently shifting file for-
mats and software offerings. In order not to be caught out by these technological sinking 
sands, it is crucial to create a Data Management Plan [2] at the beginning of any 
project/undertaking, not as an afterthought at the end. Here the FAIR principles 
[3] come to our aid, because we need our digital objects to be Findable, Accessible, 
Interoperable and Reusable for the short, medium and longer terms, and for this, we

1 https://digital-strategy.ec.europa.eu/en/news/earchiving-enters-new-phase-under-digital-eur 
ope-programme. 

2 Contract number LC-01905904.
3 The Connecting Europe Facility (CEF) eArchiving Building Block was operated via two grants: 
E-ARK4ALL, Grant Agreement number: LC-00921441 CEF-TC-2018–15 eArchiving (2018– 
2019), and E-ARK3, Grant Agreement No. LC-01390244 CEF-TC-2019–3 E-ARK3, (2019– 
2021). 

4 The E-ARK project (2014–2017) was funded by the European Commission under the ICT Policy 
Support Programme (PSP) within Call 7 of the Competitiveness and Innovation Framework 
Programme, Grant number 620998. 

5 https://digital-strategy.ec.europa.eu/en/news/earchiving-enters-new-phase-under-digital-eur 
ope-programme. 

6 https://www.e-ark-foundation.eu/consortium-members/. 

https://www.4ch-project.eu/
https://digital-strategy.ec.europa.eu/en/news/earchiving-enters-new-phase-under-digital-europe-programme
https://digital-strategy.ec.europa.eu/en/news/earchiving-enters-new-phase-under-digital-europe-programme
https://digital-strategy.ec.europa.eu/en/news/earchiving-enters-new-phase-under-digital-europe-programme
https://digital-strategy.ec.europa.eu/en/news/earchiving-enters-new-phase-under-digital-europe-programme
https://www.e-ark-foundation.eu/consortium-members/
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need to record metadata and paradata together with our data, which is much better done 
as we go along, and not left as a massive and overwhelming task at the end. But you may 
say, surely, we can just put all our data in a repository at the end of the process, and they 
will sort out everything? Unfortunately, it does not work quite like that, as you need to 
do a lot more than just passively store your data. 

First, you need to choose a repository that can cope with open protocols and standards; 
persistent identifiers; and complex metadata, and also actively preserves the data – e.g. 
migrating the data when file formats become obsolescent. Certified Trustworthy repos-
itories fulfil these requirements, e.g. the Digital Repository of Ireland (https://www.ria. 
ie/research-programmes/digital-repository-of-ireland/), as do eArchiving-conformant 
digital archives. 

The eArchiving Initiative mission is to provide non-hosted archival services (spec-
ifications, S/W tools, reference architecture, etc.) to preserve digital material based on 
current best practices. The services address the three main endeavours of an archive: 
acquiring, preserving and enabling re-use of information (FAIR). Archival processes 
at a pan-European level are harmonised to promote interoperability across borders and 
institutions, supported by guidelines and recommended practices that cater for a range 
of data from different types of source including geospatial data, databases, 3D data etc. 
How the eArchiving specifications are implemented now follows. 

2 eArchiving Specifications and Standards – E-ARK 

The E-ARK specifications are a family of specifications that provide a common set 
of requirements for packaging digital information. Based on common, international 
standards for transmitting, describing and preserving digital data, the specifications have 
been produced to help data creators, software developers and digital archives tackle the 
challenge of short, medium and long-term data management and reuse. 

The foundation for these specifications is the Reference Model for an Open Archival 
Information System, (OAIS7 ) which has Information Packages at its core. Namely: 
Submission Information Packages (SIPs), Archival Information Packages (AIPs) and 
Dissemination Information Packages (DIPs). Thus, the eArchiving specifications are 
structured as shown in Fig. 1 with the common specification as a foundation and package, 
metadata and content information specifications providing extensions to it. 

2.1 Organisational Support 

Governance for the specifications is provided by the Digital Information LifeCycle 
Interoperability Standards Board (DILCIS Board8 ). The DILCIS Board was created to 
enhance and maintain the draft specifications developed in the E-ARK project which are 
available in GitHub9 and on the DILCIS Board website10 .

7 http://www.oais.info/ 
8 http://dilcis.eu/. 
9 https://github.com/dilcisboard. 

10 https://dilcis.eu/specifications. 

https://www.ria.ie/research-programmes/digital-repository-of-ireland/
https://www.ria.ie/research-programmes/digital-repository-of-ireland/
http://www.oais.info/
http://dilcis.eu/
https://github.com/dilcisboard://github.com/dilcisboard
https://dilcis.eu/specifications
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Fig. 1. E-ARK Specification Dependency Hierarchy 

2.2 The Common Specification for Information Packages (CSIP) 

The three main purposes of the CSIP are to:

• Establish a common understanding of the requirements that need to be met in order 
to achieve interoperability of Information Packages.

• Establish a common base for the development of more specific Information Package 
definitions and tools within the digital preservation community.

• Propose the details of an XML-based implementation of the requirements using to 
the largest possible extent standards which are widely used in international digital 
preservation. 

Ultimately the goal of the Common Specification is to reach a level of interoperability 
between all Information Packages so that tools implementing the specification can be 
adopted by institutions without the need for further modifications or adaptations. 

2.3 Principles for Interoperable Information Packages 

At the heart of any standardisation activity is a clear understanding of the needs and aims 
which are to be addressed and as such each E-ARK specification document presents a 
series of high-level principles to guide the technical details that follow. Most of the prin-
ciples are driven by the aim of interoperability, specifically that Information Packages 
shall be easy to exchange, identify, validate and (re)use with a wide variety of software 
tools and systems. Practical technical interoperability is only possible when a certain set 
of technologies have been agreed upon and implemented. Any technology will become 
outdated sooner or later and previously agreed-upon approaches will have to be updated
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to accommodate new, better and more efficient ones. Because of this, the developers of 
this Common Specification have reused wherever possible existing powerful, standard-
ised and well-established best practices in order to achieve long-term sustainability of 
the specifications. 

2.4 Metadata 

The primary consideration for metadata within the specifications is interoperability and 
specifically the capability for Information Packages to be prepared, transferred and 
received, regardless of the institutions or tools involved. 

Tasks can include:

• Uniquely identifying an Information Package and its components,
• Validating an Information Package and its contents,
• Establishing the authenticity of the Information Package,
• Accessing the contents of an Information Package. 

In technical terms, the CSIP proposes metadata needed by tools or users to:

• navigate data and metadata components within the package (i.e. packaging metadata);
• validate that no component has been damaged during transfer or preservation (i.e. 

fixity information);
• understand the processes used when creating and managing the package (i.e. 

provenance and preservation metadata); and
• understand how the data within the package can be accessed (i.e. representation 

information). 

Prescription of specific descriptive metadata and technical metadata is outside the 
scope of the CSIP and as such, it does not provide for complete semantic interoperability 
between different systems. The Content Information Type Specifications, however, are 
intended to achieve interoperability at a more detailed level. 

The core metadata requirements of an E-ARK package are described using the 
Metadata Encoding & Transmission Standard11 (METS), the main requirement being 
for METS files in an Information Package to follow the official METS Schema12 and

11 https://www.loc.gov/standards/mets/. 
12 http://www.loc.gov/standards/mets/mets-schemadocs.html). 

https://www.loc.gov/standards/mets/
http://www.loc.gov/standards/mets/mets-schemadocs.html
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the CSIP extension schema13 . As new versions of METS Schema become available 
the DILCIS Board will evaluate these and if necessary, update the CSIP and other 
specifications. 

In addition to the use of METS CSIP recommends the inclusion of PREMIS metadata 
(PREservation Metadata Implementation Strategies14 ) a standard for recording preserva-
tion and technical metadata about digital objects. The use of PREMIS is further described 
in the “E-ARK Common Specification for Preservation Metadata using PREMIS” (CS 
PREMIS15 ). 

2.5 Package Structure 

The CSIP describes a logical model for Information Packages for which the preferred 
implementation is a strict physical (folder) structure that precisely follows this logical 
structure as shown in Fig. 2. While the specification does not prohibit alternative imple-
mentations of the logical model, the practice is not recommended. The main reason for 
this implementation recommendation is that a fixed and documented folder structure 
makes the package layout clear to both human users and automated tools so that many 
archival tasks (e.g. file format risk analysis), can be executed directly on the appropriate 
portion of the package structure as opposed to first processing potentially large amounts 
of metadata to discover file locations. This allows for more efficient processing, which 
is valuable in the case of large collections and bulk operations. 

IP_Name 

descriptive preservation other representationID 

representations schemas documentation ... 

representationID 

METS.xml metadata 

METS.xml 

descriptive 

preservation 

... 

documentation 

... 

metadata 

File1.pdf 

... 

data 

PREMIS.xml 

… .xml 

EAD.xml 

Fig. 2. CSIP Package Structure

13 https://DILCIS.eu/XML/METS/CSIPExtensionMETS. 
14 http://www.loc.gov/standards/premis/. 
15 https://citspremis.dilcis.eu/specification/. 

https://DILCIS.eu/XML/METS/CSIPExtensionMETS
http://www.loc.gov/standards/premis/
https://citspremis.dilcis.eu/specification/://citspremis.dilcis.eu/specification/
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A fixed folder structure provides efficiency and scalability. Many archiving and 
digital preservation solutions however, do not explicitly support folder structures but 
use other means for structuring and storing data and metadata. The purpose of the 
specification is to facilitate and support Information Package interoperability so when 
solutions do not support the implementation of Archival Information Package (AIP) 
structures, it is still possible to implement the physical structure for say SIPs and DIPs, 
allowing interoperability between tools, easy transfer of IPs to new repository systems 
and the establishment of consolidated archives. 

2.6 Content Information Type Specifications 

As interoperability standards it must be possible to use the E-ARK specifications regard-
less of the type and format of the content users need to handle. Each individual content 
type, domain and use case may have specific characteristics which need to be taken 
into account for purposes of validation, preservation and curation and E-ARK intro-
duces the concept of Content Information Type Specifications (CITS) to facilitate in-
depth control over requirements and recommendations for specific content types and use 
cases. A Content Information Type Specification can include detailed requirements as 
to how data, metadata, and documentation for specific content types (for example rela-
tional databases, geospatial data or patient medical records) should be handled within 
an Information Package. 

As such, the scope of a CITS can include any of the following:

• Relevant use cases,
• General principles (in addition to those of the CSIP),
• Package structure extensions,
• Contextual documentation requirements,
• Minimum data and data structure requirements,
• Related standards conformance,
• Minimum and additional metadata requirements, profiles and schemas. 

3 3D Content Information Type Specifications 

3.1 3D Product Model CITS (3DPM) 

The first in a family of specifications for 3D data, the CITS for 3D Product models such 
as Computer Aided Design (CAD) was published by the DILCIS board in December 
2024. The specification is designed to be used for the transfer of 3D Product Data to 
archives as well as for records exchange between different 3D Product Model systems 
and archive consolidation (such as could be seen through mergers and acquisitions). The 
objectives for a 3D Product Model archive can be seen as business related - such as 
keeping knowledge for the future but also legal – such as providing proof via technical 
documentation for actions in law. 

The 3DPM specification builds on LOTAR (Long Term Archiving of digital tech-
nical product information), published as EN/NAS 9300 which in turn references OAIS 
and STEP (Standard for exchange of product model data, ISO 10303). The CITS 3DPM
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in particular introduces the concept of ‘Authentication’, the processes of determining 
the authenticity of a data set through Verification (the quality of data within tolerances), 
Validation (the consistency of data between representations) and Digital Signature (the 
attestation by an individual of the content’s veracity on submission to the archive). CITS 
3DPM recommends the use of PREMIS for recording events related to Authentication 
and the inclusion of both rules data and authentication output reports in specified docu-
mentation locations. The CITS 3DPM is available at the DILCIS Board website16 and 
on Github17 . 

3.2 3D Cultural Heritage CITS (3DHM) 

The planned second 3D content specification is to be for 3D Cultural Heritage models, 
or CITS 3DHM. Development work on the specification is being assisted by the working 
group of domain experts as described above, with the specification at an early draft stage 
aiming to be available for public review later in 2025. 

The scope of the CITS is for 3D models for cultural heritage in any format, created 
by any capture or creation method, for example:

• Point Cloud models (for example by: photogrammetry, laser scanning, structured 
light),

• CAD based models (including building information models, BIM and heritage 
building information models, HBIM),

• Volumetric models (computer tomography),
• GIS models, and
• Procedural models (reconstructions). 

The use of 3D in Heritage is being driven by needs of conservation, academic 
research, public access demonstrated by projects such as the European Commission 
‘TwinIt’18 which states “Making cultural heritage available for future generations to 
enjoy and be inspired by is a major public policy goal in the EU. 3D technologies 
offer unprecedented opportunities to advance this objective, widening access to culture, 
supporting digital preservation and fostering the reuse of Europe’s cultural assets.” 

Academic work such as by Niccolucci and in the Parthenos report19 “Digital 3D 
Objects in Arts and Humanities: challenges of creation, interoperability and preserva-
tion” [4] aim to continue work to establish best practice and standards for the creation 
and long-term preservation of 3D models started by the seminal “London Charter” in 
200620 . 

The use cases for the creation of 3D Heritage Models then are wide ranging, but the 
use cases for the archiving of 3D Heritage Models remains fairly straightforward while 
serving a wide community:

16 https://dilcis.eu/content-types/cits-3d-product-model-data. 
17 https://github.com/DILCISBoard/CITS-3DPM. 
18 https://pro.europeana.eu/page/twin-it-3d-for-europe-S-culture. 
19 https://www.parthenos-project.eu/about-the-project-2. 
20 https://londoncharter.org/. 

https://dilcis.eu/content-types/cits-3d-product-model-data
https://github.com/DILCISBoard/CITS-3DPM
https://pro.europeana.eu/page/twin-it-3d-for-europe-S-culture
https://www.parthenos-project.eu/about-the-project-2
https://londoncharter.org/://londoncharter.org/
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1. To enable long-term archiving of 3D Heritage Model data whilst preserving the 
usability, authenticity and accessibility of the data over time, 

2. To enable inter-organisational exchange of 3D Heritage Model data whilst facilitating 
the understanding of the provenance, context and means to render, 

3. To enable acceptance of 3D Heritage Model data submission packages (SIPs) at a 
central repository. 

A particular feature of the new CITS is the recognition of the need for preserv-
ing contextual documentation regarding the creation or transformations of models, so 
called Paradata and so makes a recommendation for inclusion of such documentation or 
metadata in specified directory locations. It also adopts the optional accommodation for 
authentication metadata and documentation from the sister 3DPM specification. 

3.3 Descriptive Metadata and Paradata 

According to the CSIP: “packages should contain general Descriptive Metadata about 
the digitised object and may contain specific Descriptive Metadata about the individual 
representations”. According to the Common Specification for Archival Description “De-
scriptive metadata can be expressed according to many current standards (e.g., EAD21 , 
MARC22 , MODS23 , Dublin Core24 ) or a locally produced XML schema”. 

For 3D content types, users however may find that the archival metadata standards 
above do not provide sufficient elements to adequately describe 3D models and their 
creation. This is particularly true for structured Paradata. This issue, however, can be 
overcome through the use, in addition to the use of standards above of specialised 
cultural heritage metadata schemas (e.g. CARARE25 ,  LID  O26 ) or creation of locally 
produced, well-formed schema as described in the CS Archival Information. The use 
of standards is encouraged, and greater extensibility can be achieved through use of for 
example the CIDOC-CRM27 (Conceptual Reference Model) ontology, its extensions 
or the International Council on Archive’s (ICA’s) new standard, Records in Context 
(RiC)28 . Serialisation methods for metadata are not prescribed in the CSIP but use of 
XML for the encoding of METS and PREMIS is mandatory, and hence encoding of 
additional, descriptive metadata in XML is also preferable and wherever possible linked 
data ontologies such as CIDOC-CRM or RiC should be encoded in XML when used in 
an E-ARK package. 

3.4 Digital and Memory Twins 

The paper by Niccolucci et al. entitled: “The Heritage Digital Twin: a bicycle made 
for two. The integration of digital methodologies into cultural heritage research” [5]

21 https://www.loc.gov/ead/index.html. 
22 https://www.loc.gov/marc/. 
23 https://www.loc.gov/standards/mods/. 
24 https://www.dublincore.org/. 
25 https://www.carare.eu/en/services/carare-aggregation-services/carare-metadata-schema/. 
26 https://cidoc.mini.icom.museum/working-groups/lido/lido-overview/about-lido/what-is-lido/. 
27 https://cidoc-crm.org/. 
28 https://www.ica.org/resource/records-in-contexts-conceptual-model/. 

https://www.loc.gov/ead/index.html://www.loc.gov/ead/index.html
https://www.loc.gov/marc/://www.loc.gov/marc/
https://www.loc.gov/standards/mods/://www.loc.gov/standards/mods/
https://www.dublincore.org/://www.dublincore.org/
https://www.carare.eu/en/services/carare-aggregation-services/carare-metadata-schema/
https://cidoc.mini.icom.museum/working-groups/lido/lido-overview/about-lido/what-is-lido/
https://cidoc-crm.org/
https://www.ica.org/resource/records-in-contexts-conceptual-model/
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describes the concept of a digital twin, “the digital replica of a real-world object. It 
contains all the necessary information and is able to simulate – in a digital environment – 
the characteristics and the behaviour of its real counterpart”. This is further extended 
to that of a so called ‘memory Twin’ by Ioannides, Karittevli, Panayiotou and Baker in 
the paper “Integrating Paradata, Metadata and Data for an Effective memory Twin in 
the Field of Cultural Heritage” [6] which explains that the memory twin “also considers 
factors such as contextuality, temporality and experience of archaeological sites and 
cultures. The main intention behind this technique is not only to replicate the material 
characteristics of cultural artefacts but also consider their use and historical settings”. 

Such extensive information sets, which may contain both local and linked external 
information, are challenging to accommodate in a simple or even subdivided Information 
Package architecture as described in the E-ARK AIP specification. There is a need then 
for extended Information Package sets, which may be arranged as hierarchies or as 
networked topologies where the relationships must be described within both ‘master’ 
IPs and within the archival packages themselves. The use of linked data ontologies such 
as CIDOC-CRM or RiC may hold the answer to this conundrum which is a possibility 
which will have to be investigated further for this and other content types (e.g. product 
structures in CITS 3DPM). Existing ontologies are not intended specifically for this 
purpose, but commonality in standards bases plus the possibility to add extensions means 
that these and other ontologies can co-exist and can potentially be used for encoding 
complex 3D metadata and the relationships between data objects in complex structures. 

4 3D Model Using the eArchiving Reference Implementation 

The eArchiving Reference Implementation “earkweb”29 is a web-based application 
designed to support digital archiving processes and is used to demonstrate the use of 
E-ARK specifications.30 

One of the key features of earkweb is its ability to handle the ingest and validation 
of Submission Information Packages (SIPs), ensuring that digital records conform to 
E-ARK specifications. It also provides metadata management and uses the widely rec-
ognized standards such as METS, EAD, and PREMIS to maintain archival information 
in line with E-ARK recommendations. Designed with conformance to the specifica-
tions in mind, it adheres to the E-ARK Common Specification for Information Packages 
(CSIP), making it compatible with other archival systems which implement the E-ARK 
specifications. 

A practical application of earkweb is demonstrated through the digital preservation 
of the Lambousa fishing trawler, a historic vessel part of Cyprus’ maritime heritage. It 
was built in 1955, was used in the Mediterranean Sea for several decades, and today 
represents an object of cultural heritage interest and the region’s fishing traditions.31 

To ensure the long-term preservation of this cultural artifact, a comprehensive 3D 
model of the Lambousa was created using advanced digitization techniques. This model 
serves not only as a digital replica but also as a rich source of historical, environmental,

29 https://earkweb.sydarkivera.se. 
30 https://dilcis.eu/specifications. 
31 https://erachair-dch.eu/portfolio/fishing-boat-lambousa-in-progress/. 

https://earkweb.sydarkivera.se://earkweb.sydarkivera.se
https://dilcis.eu/specifications://dilcis.eu/specifications
https://erachair-dch.eu/portfolio/fishing-boat-lambousa-in-progress/
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and societal information. Creating the 3D model is the first step in preserving a memory 
for future generations. As technology, software, and specifications continue to evolve, it 
is crucial to ensure the model remains accessible. This may require updates to archival 
information, such as migrating the model to a different format to maintain compatibility. 

Utilizing earkweb, the 3D model and its associated metadata were packaged into an 
E-ARK Submission Information Package (SIP).32 Two distinct representations of the 
Lambousa fishing trawler 3D model have been created to ensure flexibility in access and 
long-term usability. 

The first representation is stored in the GLB (GL Transmission Format Binary) 
format which is a widely used binary file format optimized for efficient storage and 
transmission of 3D models. 

The second representation is stored using the MTL (Material Template Library) for-
mat, which is used alongside the OBJ (Object) file format, a widely accepted standard for 
describing 3D models. While the OBJ file defines the structural geometry of the model— 
such as vertices, faces, and texture coordinates—the MTL file provides detailed material 
properties that dictate how the object should appear when rendered. This includes set-
tings for colour, texture mapping, transparency, and reflectivity, ensuring that the 3D 
model is accurately visualized with realistic material properties. 

By storing the 3D model in both GLB and MTL formats, this approach ensures 
compatibility with various 3D rendering and visualization platforms. Additionally, main-
taining these two representations separately simplifies future migrations, as preservation 
actions can be applied selectively to the format best suited for generating a new repre-
sentation. Using PREMIS events, all preservation actions are documented, capturing not 
only the reasons behind each action but also the tools used to execute them. Archiving 
the information packages in the E-ARK AIP format33 ensures that the complete history 
of the package is retained, providing future custodians with a comprehensive record of 
past preservation measures. 

The Lambousa Fishing Boat E-ARK Information Package is accessible through the 
instance of the eArchiving Reference Implementation “earkweb”34 , maintained by the 
eArchiving Initiative.35 Users can inspect the package structure and metadata, and if 
assistance is needed, the eArchiving Initiative’s support desk is available to provide help 
or onboarding guidance.36 

5 Summary 

This paper has set out the practical steps needed to actually preserve 3D model data, 
and as such is the first of its kind we believe. Key points to take away are for creators of 
3D models to: familiarise themselves with the effects of technological obsolescence and 
plan for digital continuity by setting up a Data Management Plan (DMP); understand the

32 https://earksip.dilcis.eu/. 
33 https://dilcis.eu/specifications/aip. 
34 https://earkweb.sydarkivera.se/earkweb/access/urn:uuid:ccea586d-c5b5-4651-b378-431922 

4bcb35/. 
35 https://digital-strategy.ec.europa.eu/en/activities/earchiving. 
36 https://digital-strategy.ec.europa.eu/en/activities/support-provision-and-onboarding-services. 

https://earksip.dilcis.eu/://earksip.dilcis.eu/
https://dilcis.eu/specifications/aip
https://earkweb.sydarkivera.se/earkweb/access/urn:uuid:ccea586d-c5b5-4651-b378-4319224bcb35/
https://earkweb.sydarkivera.se/earkweb/access/urn:uuid:ccea586d-c5b5-4651-b378-4319224bcb35/
https://digital-strategy.ec.europa.eu/en/activities/earchiving
https://digital-strategy.ec.europa.eu/en/activities/support-provision-and-onboarding-services
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need to adhere to the FAIR principles and create the metadata to achieve this; and choose 
a Trustworthy Repository or create an eArchiving certified digital archive. The need to 
capture and record the relevant metadata (descriptive, preservation and technical) and 
paradata from the outset of any work is paramount and should be included in the DMP. 
There are many sources of information that can help here – we have drawn on the Prisma 
report, but there are others from the 4CH project as well as the recent volume on Paradata 
[see 6]. The eArchiving Initiative does not provide any hosted services, but can help with 
every other aspect of digital archiving: by providing Open Source specifications; S/W 
tools; training; guidelines; certification; support; use cases; success stories; etc. As well 
as providing a practical and user-friendly implementation of the OAIS standard for 
Information Packages, eArchiving also produces specialist specifications for different 
data types, CITS, and the 3D CITS family has been outlined here, together with a 
detailed examination of the basic Information Package – the Common Specification 
for Information Packages. Lastly, the CITS 3D PM for Product Models was put into 
practice to preserve two different representations of the Lambousa boat 3D model using 
the earkweb Reference Implementation, and the files produced can be accessed and 
explored (reuse). Next steps will include looking at using earkweb for other 3D models 
and also looking at opportunities for using enterprise-scale software as shown in the use 
case of the European Union’s Publication Office37 . 
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Abstract. In 3D digital documentation for Digital Cultural Heritage (DCH), inte-
grating Scientific Reference Models (SRM) and Critical Digital Models (CDM) 
presents a structured method for managing metadata, paradata, and geometrical 
data—key components for ensuring high-quality, transparent, and reusable 3D 
heritage assets. These models directly tackle significant challenges in the DCH 
community: establishing rigorous documentation standards, promoting scholarly 
transparency, and aligning with international charters and EU quality standards 
for 3D digitization. SRM sets up a foundational framework that emphasizes web-
based publication, metadata and paradata, and technical reliability based on stan-
dardized data exchange formats. It stresses interoperability and FAIR principles 
(Findable, Accessible, Interoperable, Reusable), enabling the creation of mod-
els that serve as foundational references for ongoing digital heritage research and 
reusability. CDM explores the interpretive aspect of documentary sources, tracking 
hypothetical and conjectural decisions while representing uncertainty levels that 
inform digital heritage models. By integrating documentation and classification 
standards, CDM guarantees methodological transparency and scholarly credibility 
in 3D reconstructions. Together, SRM and CDM form a cohesive methodology that 
improves structure, interoperability, reliability, and interpretive clarity in digital 
heritage documentation. This methodological framework, rooted in research and 
educational practices, provides a viable scientific standard for sustainable digital 
heritage preservation. 

Keywords: Digital Cultural Heritage · 3D Reconstruction · Hypothetical 
Modeling · Scientific Reference Model · Critical Digital Model · Open Science 

1 Introduction 

1.1 State-of-the-Art in Virtual Reconstruction 

In the realm of 3D virtual reconstruction, historical artifacts and unrealized architectural 
projects stand out as unique case studies. These projects, conceived but never built, offer 
intriguing insights and specific challenges, often documented only through technical
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drawings or texts. Recent advances in computing have introduced new theoretical issues 
in virtual reconstruction, particularly in interpreting metadata and construction methods, 
reflected in 3D digital datasets. 

Since the advent of computer-aided 3D visualization and virtual reconstruction [1], 
the academic community has increasingly relied on digital models to reconstruct lost 
or unrealized architectural heritage and archaeological remains. However, the lack of 
standardized methodologies has impeded scientific rigor, transparency, and sustainability 
in such reconstructions [2, 3]. Despite the widely recognized relevance of the London 
Charter [4] and Sevilla Principles [5], the findability, accessibility, interoperability, and 
reusability [6] of 3D models remain a major challenge. 

Creating scientific 3D models, related to lost or unrealized cultural artifacts, involves 
subjective analysis and interpretation of evidence and documentation, requiring an inter-
disciplinary methodology [7]. Ensuring transparency and long-term accessibility of the 
information used in virtual reconstruction is crucial. The foundation of scientific 3D 
reconstruction lies in conceptual modeling and the cognitive process accompanying the 
creation of 3D models. Conceptual modeling helps to explore and communicate artefacts, 
considering operator subjectivity and addressing vagueness. 

The source-based (hypothetical) 3D reconstruction process is based on the use, anal-
ysis and study of documentary sources - characterized by variable uncertainty - in order 
to define the forms of the case study, create a structured and semantically enriched 
3D digital model. Decisions based on interpreted data sets guide the process, but sub-
jectivity can compromise validity if not managed correctly. The London and Sevilla 
Charters provide principles for the use of computer-based visualization in cultural her-
itage, emphasizing intellectual integrity and reliability. Principle 4 of the London Charter 
highlights the need for a methodology that clarifies the relationship between research 
sources and visual outputs, as well as the semantic structure of the 3D model. 

To address these challenges, two complementary methodological frameworks have 
emerged: 

– The Scientific Reference Model (SRM) [8], which structures object-based 3D 
documentation, ensuring data credibility, interoperability and reusability. 

– The Critical Digital Model (CDM) [3], which emphasizes documentation, interpre-
tive decision-making, and uncertainty representation in hypothetical reconstructions. 

1.2 History of the Scientific Reference Model (SRM) 

The beginnings of the SRM can be traced to authors experience in research projects 
concerned with the 3D reconstruction and the visualization of architecture at the Tech-
nische Universität Darmstadt and the confrontation with the potentials and challenges 
of documentation and publication of the findings represented by the 3D models in the 
first decade of the new millennium [9]. 

According to the recognized lacking in transparency and accessibility of the gen-
erated research data the project Virtual reconstructions in transnational research envi-
ronments – the web portal: Palaces and Parks in former East Prussia was started [10]. 
The project explores virtual reconstruction of lost architecture and interior decoration. It 
focuses on the reconstruction of the ruins of two Baroque palaces. Key aspects include 
source indexing, documentation, semantic modeling, and WebGL-based visualization.
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The project also develops a Cultural Heritage Markup Language (CHML) for semantic 
annotation of 3D data. Beyond reconstruction, it aims to advance knowledge integration 
across architecture, art history, history, and IT, while establishing web-based standards 
for documentation and presentation of destroyed landmarks. 

Based on the project findings from the former East Prussian Baroque palaces the 
project Breslau New Synagogue in the Context of Three Religious Communities [11] 
explores the historical significance of the 19th-century synagogue in Breslau, reflecting 
Jewish emancipation. It employs a semantically enriched 3D information model using 
Building Information Modeling (BIM) standards to digitally reconstruct the synagogue 
while addressing architectural and art historical questions. The project also ensures sus-
tainable documentation of the reconstruction process through CIDOC CRM referenced 
Linked Data within a WissKI-based research environment. The outcome is a detailed 
3D reconstruction facilitating contextual analysis. 

The above-mentioned projects set up a groundwork for introduction of the SRM, 
addressing an applicable low threshold workflow for hypothetical 3D reconstruction of 
architecture. Giving practical guidelines and answers to questions, like how to docu-
ment and publish the object-based research in the Web. The implementation of the SRM 
methodology was introduced and successfully tested in the infrastructure project DFG 
3D Viewer – Infrastructure for Digital 3D Reconstructions [12]. The project aims to 
establish an infrastructure for publishing and preserving 3D models in Digital Cultural 
Heritage (DCH). Funded by the German Research Foundation (DFG), it extends the 
existing DFG Viewer, an open-source multimedia viewer for libraries and archives in 
Germany. Using METS and MODS as data exchange formats, the project integrates a 
web-based 3D viewer, a metadata documentation scheme, and a dataset transfer con-
tainer. The beta version of the further developed WissKI 3D Repository is in use for 
documenting and preserving virtual reconstructions in academic settings. 

1.3 History of the Critical Digital Model (CDM) 

The definition of the CDM [3] arises from a long series of studies on the reconstructions of 
design hypotheses and interpretations of architectural drawings that utilize digital three-
dimensional modeling techniques. This methodology was already well-established by 
the early nineties, to the extent that it produced various representations with excellent 
results, including the famous example of Cluny III Abbey presented in 1992 [13]. The 
progressive advancement of technologies, along with the development of interpretative 
and cognitive systems based on three-dimensional semantics [14], has enabled models 
derived from hypothetical reconstruction to be used not as ends in themselves, but as 
tools capable of providing self-representation and defined on a scientific methodological 
basis [7]. 

The experiments conducted, in the context of the source-based (hypothetical) recon-
struction of buildings never built and/or no longer existing, allowed (a) to underline 
the use of a semantic construction of the digital model, not only as a means of model-
ing a building but as a cognitive system [15], (b) to show conceptual similarity between 
architectural treatises and information systems [16], (c) to propose robust methodologies 
capable of allowing the verification of the hypotheses formulated during the reconstruc-
tion pipeline [17], (d) to make use of classification schemes, aimed at developing a
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knowledge acquisition process capable of annotating and making understandable the 
analysis of the preliminary data and the interpretative criteria used. Validating the entire 
process gives the ability to visually evaluate the correct level of knowledge relating to 
the reconstruction process and to carry out comparative operations on the set of data and 
information possessed [18, 19]. 

2 Methodological Foundations 

2.1 The Scientific Reference Model (SRM) 

The SRM method provides a rigorous and standardized approach to 3D reconstruction 
in architectural research (Fig. 1)  [8]. It can be summarized by the following topics: 

Fig. 1. Data-driven SRM and its derivatives (Kuroczyński P. and Bajena I.P., 2023, CC BY-NC-
SA). 

1. Object Identification & Source Collection. The process begins with identifying 
the historical object and defining its context. Primary and secondary sources, such 
as architectural plans, historical texts, and images, are collected and evaluated for 
credibility and completeness. Once gathered, the data is processed and structured 
into metadata and paradata categories. 

2. 3D Model Development & Standardization. A hierarchical segmentation approach 
is then applied to organize the model, while structural classifications are implemented 
using controlled vocabularies like the Getty Art & Architecture Thesaurus (AAT). 
The initial 3D model, or SRM prototype, is developed with a focus on information 
enriched geometric representation, ensuring interoperability through standardized 3D 
data exchange formats [2], like IFC and CityGML 

3. Semantic Annotation & Validation. Elements are categorized based on certainty lev-
els, from highly reliable to speculative, and are annotated with justification and trace-
ability logs to maintain academic integrity. Semantic enrichment is ensured through 
metadata and paradata integration in the 3D data exchange formats.
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4. Publication & Reusability. Finally, the completed SRM model is published in 
FAIR-compliant repositories, allowing for further scholarly analysis, modification, 
and reuse. Documentation standards are maintained to ensure long-term research 
integrity, enabling future studies to build upon the reconstruction with transparency 
and scientific rigor. 

2.2 The Critical Digital Model (CDM) 

While SRM ensures structured data collection, data processing, and technical rigor, 
CDM focuses on several key aspects: the geometric accuracy and qualification of 3D 
models; traceability, including the use of sources and documentation; the quality of 
historical (re-)construction; and visualization, which encompasses graphic outputs that 
communicate scientific content via 3D models. This includes diplomatic representations 
and the depiction of uncertainty in the historical (re-)construction of the model. CDM 
introduces a critical analysis, comprehensive documentation, and visualization layer, 
ensuring (Fig. 2). 

Fig. 2. CDM approach within the process chain of SRM (Apollonio F.I. and Bajena I.P., 2025, 
CC BY-NC-SA). 

1. Transparent decision-making in hypothetical reconstructions. 
2. Justification of interpretive choices, clarifying how uncertain elements were inferred. 
3. Scholarly evaluation criteria, allowing assessment of historical fidelity. 
4. Color-coded uncertainty visualization, aiding non-expert interpretation. 

CDM builds upon SRM by addressing the epistemological and interpretive chal-
lenges inherent in source-based 3D reconstructions. Together, they ensure scientific 
validation and methodological transparency in digital heritage documentation in the 
range of a minimal (low threshold) up to a comprehensive standard for documentation, 
publication, and visualization.
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2.3 Comparison of the Concepts 

The SRM and the CDM are two different approaches used in 3D reconstructions of 
historical objects that no longer exist. While they share some similarities, their purposes 
and focus set them apart. 

The SRM is designed to be a findable referential result of scholarly research. 
It serves as a structured and standardized way to document a material object that has 
disappeared. The emphasis is on creating an accessible 3D model that can be used 
as a reference in future studies. The SRM is more focused on context rather than the 
final (visual) product. Instead of simply providing a visually accurate reconstruction, 
it organizes a set of data, information, and instructions that serve as a foundation for 
further research and reconstructions. 

Both methods document the decisions, choices, and hypotheses made throughout the 
reconstruction process. They include metadata, which provides descriptive information 
about the object’s creation, physical characteristics, historical background, and prove-
nance, as well as paradata, which records details about the digital modeling process 
itself. Another common feature is their approach to uncertainty. Both acknowledge that 
some reconstructed elements are more certain than others and use false colors to indicate 
different levels of certainty. They also assess the reliability of sources and analyze how 
uncertainty impacts the reconstruction. 

Despite these similarities, the two approaches differ in keyways. SRM emphasizes the 
use of standardized 3D formats, ensuring that models are stored in a way that makes them 
widely accessible and useful for future research. It promotes the availability of models 
in multiple file formats, including both native files and exchange formats, something 
that CDM does not explicitly implement. When it comes to visualization, SRM does 
not enforce specific methods of rendering or texturing. Instead, it allows for material 
identification through graphic symbols, making it possible for further refinements to be 
made after the initial model is published. CDM, however, takes a different approach 
by analyzing the effects of different shading techniques and explaining the impact of 
realistic versus unrealistic visualizations in hypothetical reconstructions. 

In summary, SRM is best suited for creating standardized 3D models that can serve 
as reliable references for further research. It ensures accessibility and documentation in 
structured formats. CDM, meanwhile, is more about understanding and analyzing the 
historical sources, providing a deeper look into the reasoning (and uncertainty) behind 
each decision rather than just delivering an initial referencing model. CDM focuses on 
the visual representation (e.g., shading) of the model, its appearance and materiality as 
a result of texturing and exposure, being a visually accurate model as final product. 
Both approaches contribute significantly to the field of digital heritage, preserving and 
reconstructing lost historical objects in meaningful ways (Table 1). 

3 Implementation in Higher Education 

3.1 The Theoretical Foundation and Practical Applications 

The theoretical foundation and practical applications of SRM and CDM have been carried 
out in higher education activities, particularly within the context of research projects 
focused (i.e. Erasmus + project CoVHer [20]) on systematizing and rationalizing issues
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Table 1. Comparative analysis between CDM and SRM. 

SRM Focus CDM Focus 

Practical workflow requirements as 
groundwork for supporting the scholarly 3D 
reconstruction represented by human- and 
machine-readable documentation and 
web-based publication. Delivery of applicable 
guidelines, specifying the web-based 
documentation and publication of 3D data set. 
Initial referential model as final product 

Source-based 3D reconstruction used for 
scientific dissemination and as a 
three-dimensional reference document for 
architectural heritage scholars, limiting 
personal contribution to the interpretation of 
sources, documenting the criteria followed for 
the reconstruction and representation of the 
3D model in a clear and transmittable way. 
Visually enriched model as final product 

SRM Potential CDM Potential 

Accessible and referenceable 3D models 
under clarified licenses. Reusable for further 
development and derivatives 

A transmissible methodology for constructing, 
viewing and evaluating 3D models (critical 
visual representation) 

SRM Foundation CDM Foundation 

Structured and comprehensible methodology 
postulating the documentation of 
decision-making and the web-based 
publication of interoperable 3D data formats 
(in addition to the native formats) 

Visualization and communication of the 
procedures adopted and the different qualities 
of the historical reconstruction 

SRM Use SRM Use 

Initial referential 3D model for further 
research and applications of architectural 
heritage 

Visual 3D reference document for scholars of 
architectural heritage 

SRM Visualization of Uncertainty CDM Visualization of Uncertainty 

Not focusing on specific methods of 
visualization. Documentation of the 
uncertainty in the properties of the building 
elements (e.g. IFC Property Sets) 

Focusing on the visualization method. 
Photorealistic solution (only if reliable 
documental sources support it) 
For all the other cases: 
Non-PhotoRealistic/Abstract graphical styles 
(e.g.: Diplomatic Representation) 

related to digital 3D reconstruction within the academic/scientific community, with the 
key objective to define shared good practices as standards [21]. 

The Erasmus + CoVHer project fosters international collaboration to support digital 
capabilities in higher education and promote innovative teaching practices. CoVHer aims 
to define standards and methods for 3D hypothetical reconstruction, create a repository 
of 3D models of cultural heritage (CH), disseminate these outcomes, develop dedicated 
university teaching modules, and raise awareness about scientifically reconstructing the 
past [22].
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Both SRM and CDM have been integrated into academic curricula, particularly 
within the EU-funded Erasmus + CoVHer project, enhancing students’ ability to engage 
in scholarly approved 3D modeling. 

3.2 Experience at the Hochschule Mainz 

Since the academic year 2023, the SRM has been successfully integrated in the course 
Computer Aided Design – 3D Modeling in first year of the first-degree architecture 
studies at the Hochschule Mainz. 

As part of their training, students engage in 3D modeling based on the virtual 
reconstruction of wooden synagogues from Eastern Europe [23]. This process not only 
enhances their technical skills but also familiarizes them with scientific documentation 
and the publication of knowledge gained through the interpretation of historical sources. 
A key aspect of their training involves semantically enriched 3D modeling, ensuring a 
structured and research-oriented approach. The documentation process follows the stan-
dards set by the IDOVIR project [24], while the publication is facilitated through the 
DFG 3D Viewer prototype repository [12] and its further development in the customized 
CoVHer 3D repository [25]. 

In result since the introduction of the course 54 synagogues were reconstructed, doc-
umented, and published according the SRM methodological framework. The supervised 
student work ranges from medium to excellent quality and serves as a reference point for 
further research and educational work to be done. The further professional development 
of five selected synagogues for the web-based presentation on the DEHIO OME portal 
[26] can serve as current example of the findability and re-usability of the SRM. 

The principles of documentation and publication, which form the core of the SRM, 
are extensively explored and analyzed in the doctoral thesis of Igor Piotr Bajena [27], 
developed in the framework of above-mentioned research projects at the Hochschule 
Mainz. 

3.3 Experience at the University of Bologna 

For several years, the Architectural Drawing lab course (second year of the five-year 
Architecture Degree at the University of Bologna) has served as a testing ground for 
defining an effective and clear methodology to be shared, afterward, at an interna-
tional level [28]. From a pedagogical standpoint, the integration of this experiential 
methodology aims to cultivate advanced competencies in the following areas: 

– Proficient application of advanced 3D modeling techniques for architectural repre-
sentation. 

– Sophisticated digital representation and visualization of architectural design and 
analysis. 

Furthermore, concerning the consolidation of previously acquired skills, this didactic 
experience is designed to strengthen: 

– The student’s capacity to conduct scientifically rigorous and transparent documentary 
research and analysis.
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– The student’s ability to develop a comprehensive architectural 3D reconstruction 
project from inception to completion. 

– Emphasis on the visualization of uncertainty and the application of interpretive 
modeling. 

– Integration within the domain of cultural heritage research, exemplified by studies in 
Renaissance and Utopian architecture. 

– The development of interactive educational tools predicated on CDM-based recon-
structions. 

These implementations highlight SRM’s role in structuring data and CDM’s role in 
scholarly analysis, making virtual reconstructions more reliable and accessible. 

Over the last academic year, approximately 100 students participated, resulting in 41 
models produced and uploaded to the CoVHer platform, with some of them complying 
the requirements and characteristics of CDM and SRM. 

4 Conclusion and Future Perspectives 

The Scientific Reference Models (SRM) and Critical Digital Models (CDM) represent a 
complementary and robust methodological framework that furnishes a solid intellectual 
foundation for scholarly 3D modeling within the realm of Digital Cultural Heritage. 
Their synergistic application offers a demonstrably scientifically sound, broadly acces-
sible, and critically sustainable approach to the complex endeavor of hypothetical virtual 
reconstructions of cultural heritage assets. 

The strength of this combined methodology lies in its dual focus. SRM provides the 
essential bedrock of scientific rigor by emphasizing standardized data formats, metic-
ulous metadata and paradata capture, and a commitment to web-based dissemination 
adhering to FAIR principles. This ensures that the resulting 3D models are not merely 
visual representations but also constitute verifiable and reusable datasets, transparently 
documented and readily available for scrutiny and further research by the wider schol-
arly community. This foundational layer addresses the critical need for accountability 
and reproducibility in digital scholarship, moving beyond purely aesthetic renderings 
towards verifiable digital artifacts. 

Complementing this, CDM addresses the inherently interpretive nature of historical 
reconstruction. By explicitly documenting conjectural decisions, tracking the lineage 
of interpretive choices, and critically representing levels of uncertainty, CDM injects a 
crucial layer of scholarly transparency into the modeling process. This acknowledges 
that hypothetical reconstructions are not definitive representations of the past but rather 
informed interpretations based on available evidence. By making these interpretive layers 
explicit and auditable, CDM fosters critical engagement with the models and encour-
ages a nuanced understanding of the inherent limitations and possibilities of virtual 
reconstruction as a scholarly tool. 

The convergence of SRM’s emphasis on scientific validity and accessibility with 
CDM’s focus on interpretive transparency and scholarly rigor creates a powerful syn-
ergy. This integrated approach not only enhances the credibility and reusability of 3D 
heritage models but also promotes a more critical and informed engagement with the 
past. By providing a clear framework for both the technical creation and the intellectual
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interpretation of virtual reconstructions, SRM and CDM pave the way for a more robust 
and trustworthy form of digital scholarship in cultural heritage. 

However, the full potential of this methodological framework is yet to be realized, and 
significant future developments must be addressed to further its impact and integration 
within the broader cultural heritage landscape. These future challenges necessitate a 
focused effort on the following key areas: 

Integrating SRM/CDM into international cultural heritage policies, ensuring 
widespread adoption of high-quality, interoperable digital heritage, by developing 
aligned guidelines and best practices to establish a global standard for academic 3D 
modeling, providing essential institutional support and ensuring the long-term value of 
virtual reconstructions. 

Expanding technical infrastructures of metadata-rich 3D repositories for effec-
tive SRM/CDM implementation. Robust and scalable infrastructures for managing 
extensive metadata and paradata will enable advanced search, version control and docu-
mentation linkage capabilities, crucial for the long-term preservation, accessibility and 
reusability of these digital resources in the scientific field. 

Improving AI-based automation for uncertainty assessment (e.g., analyzing con-
flicting sources) and assist in academic validation by cross-referencing models with exist-
ing data, thereby increasing the efficiency and rigor of the SRM/CDM methodology and 
enabling scholars to focus on higher-level analyses. 

Addressing these future developments is paramount for fully harnessing the transfor-
mative potential of SRM and CDM in advancing scholarly understanding and engage-
ment with cultural heritage through the power of scientifically sound, accessible, and 
critically informed 3D virtual reconstructions. 
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Abstract. The rapid digitization of cultural heritage during the COVID-19 pan-
demic led to a surge in the creation of 3D models. However, the absence of stan-
dardized metadata and documentation practices has hindered their interoperability, 
discoverability, and reuse. This article presents the development of the 3D Core 
Data Model (3D-CDM), initiated within the DFG 3D-Viewer project, as a proposed 
solution for improving metadata harmonization. Drawing from comparative anal-
ysis across several German infrastructure projects and aligning with established 
standards, the study identifies a flexible core of documentation fields for 3D cul-
tural heritage in the context of data aggregation. The paper proposes a tiered model 
of metadata necessity and highlights the importance of transparency in modeling 
methods, authenticity, and provenance. Recommendations are designed to support 
both aggregation and domain-specific needs, promoting better access and sustain-
ability of 3D cultural heritage data across institutional repositories and research 
environments. 
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1 Introduction 

The digital transformation of the cultural heritage sector accelerated during the COVID-
19 pandemic. Museums, galleries, and heritage sites rapidly digitized their collections, 
producing an enormous amount of 3D models [1]. However, despite this growth, the lack 
of clear documentation standards makes reusing and preserving these resources highly 
challenging. Researchers are struggling to find their way around various approaches 
and documentation guidelines. There is still no universal vocabulary or terminology 
common to the entire 3D modeling community, leading to misunderstandings between 
researchers from different backgrounds [2]. Although 3D models have become recog-
nized as valuable knowledge resources worthy of preservation and dissemination [3], 
their descriptions and documentation remain fragmented [4]. The lofty slogans about 
ensuring the interoperability of 3D models and the possibility of reusing them in practice 
still seem far from being realized [5].
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The community frequently highlights the lack of standardization in 3D models, 
particularly concerning documentation, publication, and data transfer [6]. The challenges 
associated with 3D models can be categorized into several areas. Firstly, there is a need 
for the appropriate format for sharing a 3D model, and secondly, the method of describing 
3D resources using metadata and paradata. Additionally, there is the persistent issue of 
terminology and vocabulary, which, despite ongoing efforts [7, 8], has not been uniformly 
standardized. Regarding file formats, there is an established standard for sharing 3D 
models on the web. It is the Graphics Library Transmission Format (glTF), developed 
and maintained by the Khronos Group and formalized as ISO/IEC 12113:2022. This 
format is supported by most of the available 3D viewers and was widely applied by the 
heritage community [9]. 

Requirements for metadata and paradata for 3D models remain challenging [10]. 
Although the research community focusing on 3D models of cultural heritage has com-
piled general guidelines, their adaptation has dispersed into smaller disciplinary or the-
matic communities, leading to more application-oriented than standardized solutions. 
To address this issue, the DFG 3D-Viewer project [11] has initiated the development of 
a 3D Core Data Model (3D-CDM), aiming to serve as a 3D data exchange standard for 
German libraries and establish a unified approach to documenting 3D cultural heritage 
assets, facilitating better interoperability and accessibility within the sector. 

2 Common Ground Between 3D Infrastructure Projects 

The initial step was taken during the first project phase (April 2021-June 2023). It aimed 
to develop a documentation scheme for digital reconstructions, serving as a base for 
the prototype repository for 3D models of cultural heritage [12]. The first scheme was 
designed to be simplified and cover topics related to the hypothetical 3D reconstruction 
of lost architectural heritage. It differentiates between mandatory and optional fields 
covering metadata and paradata associated with the 3D resource [13]. The mandatory 
fields were intended to form the foundation for a subsequent 3D-CDM, as presented in 
Table 1. 

The proposed documentation scheme underwent testing by four project partners: 
research institutions specializing in archaeology, art history, and architecture and a 
museum with a digitized technology collection. During this phase, project partners 
expressed the need for additional fields tailored to their disciplines, such as the dat-
ing of archaeological artifacts or details about photogrammetry equipment. On the other 
hand, some fields in the documentation scheme were criticized for not matching the 
requirements of their field. The issue occurred with the requirement to provide infor-
mation about the “location of the object,” which is overly aligned with architectural 
heritage. While relevant for buildings, this concept was less applicable to archaeological 
artifacts, where “location” could refer to either the discovery site, the current holder 
of a physical object, or the repository with a digital deposit. Another point of confu-
sion was the “reconstructed timespan” field. While crucial for multi-phase architectural 
reconstructions, archaeologists and museum professionals used it to indicate the object’s 
dating. Semantically, this was incorrect, as 3D models of digitized objects depict their 
present state. As a result, the “reconstructed phase” proved overly domain-specific—not
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in terms of discipline but in the specification of digital intervention made on the object, 
as it applies primarily to hypothetical reconstructions. 

Table 1. Overview of essential metadata elements forming the foundation of the schema in the 
prototype repository for 3D cultural heritage objects developed during the initial phase of the DFG 
3D-Viewer project. 

Mandatory 
information 

Description 

Title The official name or designation of the 3D model 

Copyrights Details specifying the license and author, ensuring proper attribution 
and legal clarity 

Object Identification of the object represented in the model and its 
geographical location 

Reconstructed Phase The specific historical period or timespan represented by the 3D model 

Specification A simplified overview of the technical aspects of the model, such as file 
format, file size, and software used 

Fig. 1. Overview of selected German infrastructure projects for documenting and publishing 3D 
models of cultural heritage that took part in metadata mapping workshops. 

The feedback received showed that isolating a core metadata schema for 3D mod-
els without an interdisciplinary approach may be unfeasible. Therefore, we organized a 
metadata mapping workshop to align schemas across various infrastructures document-
ing 3D cultural heritage models [14]. It brought together representatives from six German 
infrastructure projects with distinct purposes and types of 3D models (see Fig. 1).
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Fig. 2. Mapping of mandatory fields across the surveyed repositories. The darker the color, the 
more repositories contain a field (or a set of fields) intended to store the same type of information. 
This image illustrates the development of repositories from December 2022.

Isolating and mapping mandatory fields across various infrastructures proved partic-
ularly beneficial. Initially, these fields were organized into thematic groups: information
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about the physical object, its digital representation (referred to as a 3D model, media 
object, data, reconstruction,  or  resource), the project (also  referred  to  as  a  dataset or col-
lection), and annotations. Despite differing terminologies among infrastructures, fields 
within these groups often served similar purposes. This mapping process clarified shared 
fields across documentation schemes, irrespective of discipline, establishing a founda-
tion for a core metadata schema (see Fig. 2). The study identified two essential elements 
in all repositories: title (or name) and copyrights.  The  ‘name’ attribute varies based on 
the infrastructure’s focus, potentially referring to the digital resource, cultural heritage 
object, dataset,  or  project.

Equally important is copyright information, which appears in various forms, includ-
ing license, creator attribution, rights holder identification, or a credit line. Nearly half of 
the analyzed infrastructures also emphasize categorizing digital resources and cultural 
heritage objects and assigning or utilizing existing identifiers for their identification. 
Some repositories further stress linking assets to their respective projects or digital col-
lections. Repositories oriented on architectural heritage also highlight specifying the 
object’s geographical location. 

Limiting 3D-CDM metadata to fields consistently present among mandatory fields 
in the surveyed repositories suggests that the common denominator for all 3D models of 
cultural heritage includes the name, copyright information, type of digital resource, and 
the identification and typology of the cultural heritage object. In contrast, elements such 
as project or collection and geographical location are too domain-specific to be included 
in the core schema. However, merely identifying information groups for 3D-CDM does 
not fully resolve the issue, as typology, name/title, and copyrights can be declared in 
various ways and with differing levels of granularity. 

3 Metadata Recommendations for Aggregation of 3D Heritage 

The resulting metadata documentation closely aligns with the documentation scheme 
used by Sketchfab [15], a platform hosting one of the largest collections of 3D cultural 
heritage models worldwide [16]. Sketchfab prioritizes the visual presentation of 3D 
models, limiting user input to four fields: title, description, category, and tags. The title 
and description primarily serve human readers, while the category and tags facilitate 
content organization and improve findability through filtering. The category is based 
on a controlled vocabulary defined by the platform, allowing users to select the most 
appropriate classification for their content. In contrast, tags provide an open-ended sys-
tem where users can freely assign keywords or phrases that characterize a given model. 
When users choose to make their 3D models downloadable on Sketchfab, they must 
specify the license under which their work is shared. Sketchfab offers various licensing 
options, including Creative Commons licenses. Once a model is published, an extensive 
section of technical metadata—automatically extracted from the uploaded file—becomes 
available. This feature enables users to assess whether the content meets their technical 
requirements for reuse. 

The core metadata schema should follow this approach and identify required docu-
mentation fields that meet the main objective behind the schema. However, achieving a 
universal standard for all cultural heritage objects at the first publication level is virtually
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impossible1 , considering diverse requirements across disciplines. Therefore, 3D-CDM 
implementation should occur during the aggregation of digital resources via a central 
access point capable of processing data into a unified documentation framework, facili-
tating efficient content filtering. That phase of the digital asset lifecycle already has some 
established metadata solutions, such as Dublin Core [17] or the Europeana Data Model 
(EDM) [18]. These schemas define the elements available for describing a transmitted 
resource but do not specify the minimum required information. Recent studies also indi-
cate that the elements listed in these data models may not be sufficient to describe 3D 
resources [19, 20]. This led us to develop a new proposal for the list of the documentation 
units required for 3D model transfers: 

1. Descriptive Information: Provides human-readable content detailing the 3D model, 
including titles, descriptions, and contextual narratives. 

2. Classification: This involves categorizing the 3D model and its content based on 
predefined taxonomies or controlled vocabularies, facilitating organized retrieval 
and analysis. 

3. Specification: Details the technical attributes of the 3D model, such as file for-
mat, size, and dimensional accuracy, ensuring compatibility and usability across 
platforms. 

4. Copyrights: This section addresses the intellectual property rights associated 
with the 3D model, specifying licensing terms, usage permissions, and attribution 
requirements. 

5. Digitization Event: Documents the process of converting the physical object into 
digital data, including information on the date, location, equipment used, and 
personnel involved. 

6. Creation Event: Records information about the creation of the 3D model, 
encompassing the creator’s identity, creation date, and used software. 

7. Publication Event: This captures information regarding the dissemination of the 
3D model, such as publication date, used platform, and associated digital object 
identifiers (DOIs) or uniform resource identifiers (URI). 

8. Heritage Object: Provides detailed information about the cultural heritage item 
represented by the 3D model, including the object’s name, location or current 
holder, creation date, and creator, founder, or contractor. It can also include physical 
attributes such as dimensions, architectural or artistic style, and materials. 

9. Agent: Identifies individuals or organizations associated with the 3D model’s 
lifecycle, including creators, digitization specialists, curators, and rights holders. 

10. Relations: This defines links between the 3D model and related resources, such 
as different versions, alternative reconstructions, associated datasets, or external 
references. 

3.1 Minimum for Publication of 3D Model 

Not all those elements are essential when describing a 3D model. If a model isn’t intended 
for public use due to copyright restrictions, lacks connections to other datasets, and is

1 Here, the first publication level refers to the initial upload of 3D data, often in domain-specific 
repositories tailored to particular use cases. Each domain has its own metadata requirements, 
conflicting with a universal approach. 
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not indexed in the data aggregator, providing only descriptive information and copy-
right details may suffice for the end user. Descriptive metadata, which includes human-
readable content, offers enough context to identify the object and understand its sig-
nificance. This approach aligns with core elements identified in analyses of mandatory 
fields within German infrastructure projects and platforms like Sketchfab. However, due 
to flexibility in naming and describing resources, developing future guidelines to stan-
dardize content preparation for these fields to improve clarity and consistency would be 
recommended. Other required information is copyright and provenance of data [21]. The 
scope of this information depends on the applied license. While acknowledging model 
authors, data-managing institutions, and contributors is advisable, such attributions are 
mandatory only for attribution types of licenses. Nonetheless, it is advisable to follow 
attribution standards widely used in the scientific community and ensure appropriate 
credit to funding bodies and individuals who contributed. 

3.2 Requirements for 3D Cultural Heritage 

As already stated, the reference to descriptive metadata and copyright information should 
be sufficient to present the 3D model in a web environment. However, in the context of 
cultural heritage, there is an abundant emphasis on the transparency of virtual represen-
tation and authenticity. The guidelines on the computer-based visualization of cultural 
heritage, London Charter, declares in Principle 4.4 the necessity of clear distinction 
between the existing state and an evidence-based restoration in 3D models of cultural 
heritage [22]. 3D models often strive for realistic representations, leading to miscon-
ceptions about their authenticity. Therefore, it’s essential to convey information about 
the model’s nature through metadata. While the topic of uncertainty estimation in 3D 
models is extensive [23, 24], for 3D-CDM, it can be simplified into three cases:

• Actual phase: Digitization of the object’s current state, where the form of the object 
is entirely certain.

• Historical phase: Reconstruction based on analysis of historical materials, incorpo-
rating hypotheses to address gaps in knowledge.

• Conceptual phase: Representation of ideas that were never realized or physically 
manifested, including imaginative objects of the highest hypothetical value. 

Models of past concepts by deceased authors are inherently hypothetical, lacking 
certainty regarding the author’s intended realization. When design drawings are the 
sole medium of this heritage, there’s a significant risk that some design solutions may 
be mutually exclusive, placing considerable interpretative responsibility on the mod-
eler. Although hypothetical 3D models, often hand-made, clearly differ from those pro-
duced through digitization, these distinctions may not be evident to individuals outside 
the 3D modeling community. Therefore, information about the reconstructed heritage 
phase should be presented clearly and transparently. A similar issue arises in iden-
tifying the entity responsible for interpreting the input data, which can be done by 
humans or machines. Artificial intelligence is increasingly utilized across various scien-
tific domains, including cultural heritage. According to the European Union’s Artificial 
Intelligence Act, content created or assisted by AI must be explicitly labeled [25].
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3.3 Tailoring for Aggregation Needs 

Due to 3D-CDM’s main objective, aggregation, metadata must expand the pool of 
required information, allowing appropriate classification and filtering of data from aggre-
gated collections. This might include specifying the contextual discipline of the origin 
of 3D data or the heritage object’s temporal phase, type, or condition. Clarifying the 
model’s relevance to specific fields—such as architecture, archaeology, art history, or 
other disciplines—allows users to filter models pertinent to their research interests. 

While no official controlled vocabularies currently exist for standardized classifica-
tion of 3D models, initiatives like the Community Standards for 3D Data Preservation 
(CS3DP) have made significant strides in developing suitable typologies. CS3DP has 
proposed classifications based on creation methods (distinguishing between manually 
made models, automatically generated by machines and produced by application algo-
rithms), initial input (source-based, reality-based, or imagination-based), or digital forms 
of representation (mesh, point cloud, voxel) [26]. 

The significant filtering possibility might also be assigned to the type of digital 
intervention made on cultural objects. Determining whether a model constitutes a hypo-
thetical reconstruction of an unrealized concept, a digital restoration of a lost or damaged 
artifact, a blend of real and conceptual elements, or an accurate digitization of an existing 
cultural heritage object is crucial. The Seville Principles, which provide guidelines for 
virtual archaeology, preliminarily define processes such as virtual reconstruction, virtual 
restoration, virtual recreation, and virtual anastylosis [27]. However, the cultural her-
itage community has yet to establish standardized and universally accepted controlled 
vocabulary to classify possible interventions comprehensively. 

3.4 Reuse of 3D Data 

Although the elements mentioned above could define the scope of 3D-CDM, it is also 
necessary to consider the case where a 3D model or raw data is available under an 
open license. In this case, information related to the digitization process (equipment 
and technology used), modeling (software used), and the model’s technical specification 
is desired by users who want to check whether they can use the 3D model for their 
purposes. Specification typically includes file size, vertex or polygon count, materials 
used, and texture mapping. Most of this information can be automatically extracted from 
the attached file, so providing it is not always necessary. 

3.5 Requirements for Scientific 3D Models 

The research community also recognized the need to establish relational links between 
3D models and other resources. This is particularly important in source-based modeling 
to indicate the sources used [28] or when it is necessary to demonstrate the versioning of 
work or the various variants of a past form in hypothetical models [29]. This section can 
also be used for the connection of the 3D models with appropriate collection paradata, 
which can explain the scientific processes behind the model in detail [30]. Although rela-
tional links might not be mandatory, offering such connections significantly contributes 
to the depth and reliability of research.
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3.6 Recommendations Matrix 

After considering all the cases outlined above, it is clear that the core documentation 
required for 3D models varies depending on context and must retain a degree of flexibility. 
For this reason, the 3D-CDM has been structured as a set of attributes assigned to the 
documentation units defined earlier in the chapter. Each attribute is linked to a specified 
degree of necessity for its inclusion. The proposed framework organizes these levels into 
five distinct categories:

• ‘Required’ elements are essential for every 3D model, as they provide the minimum 
information needed for basic identification and usability.

• ‘Conditionally required’ elements become necessary only in particular contexts 
or under specific conditions, depending on the model’s intended use or the target 
repository’s requirements.

• ‘Recommended’ elements are not mandatory but are strongly encouraged to improve 
completeness and ensure interoperability across different platforms.

• ‘Conditionally recommended’ elements are valuable in certain situations but are not 
universally applicable, depending on the model’s use case.

• ‘Optional’ elements are not required but can enhance the overall quality of documen-
tation when included, offering further insight into the model’s characteristics. 

The classification was conducted on two levels. The first level addressed ten docu-
mentation areas, identifying four as mandatory for every 3D heritage model submitted for 
aggregation: descriptive information, copyrights, classification, and publication event. 
The second level involved assigning metadata to each specific information category and 
a designation indicating the degree to which each piece of information is required. This 
process established a universal minimum core for all models based solely on metadata 
from the categories deemed mandatory. A summary of the 3D-CDM, outlining the data 
categories, associated metadata, and the necessity level assigned to each element, is 
presented in Fig. 3. 

The current stage of 3D-CDM development does not yet define how individual 
metadata elements should be expressed, which field types should be used, or how many 
fields are necessary. The selection of this information is planned in alignment with 
metadata standards already implemented in the DFG Viewer environment, specifically 
the Metadata Encoding and Transmission Standard (METS) and the Metadata Object 
Description Schema (MODS) [31].
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Fig. 3. 3D-CDM diagram showing the categories of 3D model documentation with metadata and 
the selected level of information required. The levels are illustrated by the degree of filling of the 
square - a full square means mandatory information, and an empty one is optional. 

4 Conclusions 

This study outlines a structured yet flexible approach to documenting 3D models of cul-
tural heritage through the development of the 3D-CDM. It acknowledges the challenges 
posed by the fragmentation in terminology, metadata schemes, and modeling method-
ologies. Analyzing practices across different infrastructures and aligning with existing 
metadata standards has established a set of core documentation categories, including 
descriptive data, classification, and copyright information. The framework also intro-
duces five levels of metadata necessity, enabling institutions to adapt documentation 
based on context while maintaining a baseline for aggregation and reuse. Beyond tech-
nical specification, the article emphasizes the need to communicate the nature of 3D 
representation, authorship, and modeling methods, especially in hypothetical recon-
structions or AI-assisted processes. While the current version of 3D-CDM does not yet 
specify field structures, future alignment with standards like METS/MODS is antici-
pated. Ultimately, the 3D-CDM is a stepping stone toward a more interoperable and 
sustainable digital heritage infrastructure. It encourages collaboration across disciplines 
and supports more explicit provenance, facilitating the scientific reuse of 3D data in the 
digital humanities and cultural heritage sectors.
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Abstract. The digitisation of cultural heritage enhances accessibility, enabling 
Cultural Heritage Institutions to share collections widely for research, education, 
and public engagement. This article reviews the literature on digitisation manage-
ment in Europe, focusing on six areas: access and engagement, technology, legal 
and policy considerations, ethical considerations, skills and competencies, and 
sustainability. This critical literature review highlights benefits and risks, opportu-
nities and challenges related to the digitisation of cultural heritage. Benefits include 
increased access and preservation, while challenges encompass framework gaps, 
copyright and ethical issues, and long-term digital preservation. 
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1 Introduction 

One of the primary benefits of digitising cultural heritage (CH) is that it should enable 
Cultural Heritage Institutions (CHIs) to make their collections more accessible to the 
public. By digitising artefacts, manuscripts, and other CH assets, institutions can create 
digital versions that can be viewed and interacted with online. These digital collections 
can be shared and utilised for research, education, and entertainment. Online access 
enhances public engagement with cultural heritage, making it more relevant to contem-
porary audiences. Beyond increasing accessibility, digitisation also plays a crucial role 
in the preservation of cultural heritage materials. Digital copies help protect original 
artefacts from damage caused by handling, exposure to light, and pollution. They also 
aid in preserving materials at risk of decay, destruction, or anthropogenic threats such 
as uncontrolled tourism development, urbanisation, war, or conflict.
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As a result, the cultural heritage sector is under growing pressure to digitise its collec-
tions. However, digitisation - particularly when it involves public access - presents several 
challenges and potential risks. A significant challenge is the absence of a comprehensive 
digitisation framework that provides CHIs with the methodology and tools needed to pri-
oritise, contextualise, and manage the lifecycle of their collections effectively. Key con-
cerns include the loss of original context, mismanagement of intellectual property rights 
(IPR), misuse of digitised cultural heritage objects, ownership disputes, and preserva-
tion risks. Additionally, stakeholder collaboration and organisational challenges—such 
as sustainability, digital sobriety, and the development of necessary skills—remain sig-
nificant hurdles in managing digital cultural heritage. Further challenges include storage 
constraints, the risk of technological obsolescence, and ethical considerations. These 
factors can either facilitate or hinder the potential of digital heritage in society, affecting 
collaboration, innovation, creative reuse, and the promotion of democratic and inclusive 
approaches to prioritisation and contextualisation of CH assets. 

This paper aims to evaluate the benefits, risks, and gaps in the digitisation of cul-
tural heritage artefacts from a broad, high-level perspective. It draws on a selection of 
European literature, including policy documents, project reports, and scholarly articles. 
The objective is to identify current approaches and practices in digitisation management 
while exploring potential opportunities. Through a critical literature review, this study 
seeks to provide a comprehensive guide that summarises and prioritises key elements of 
the digitisation management framework. 

2 Methodological Approach 

The type of literature review selected for this analysis is the critical review, as defined 
by Grant and Booth [21]. This approach was chosen because it prioritises creativity, 
flexibility, and expert judgement over systematicity, enabling a thorough exploration of 
current research while allowing for the proposal of modifications or new directions based 
on the team’s expertise. The strength of this methodology lies in its adaptability, which 
facilitates a deeper understanding of complex issues by critically appraising theory and 
evidence from diverse sources. Furthermore, it enables researchers to continuously refine 
their interpretations of the problem, drawing on their perspectives to evaluate and syn-
thesise the literature. This approach is particularly valuable when reviewers must apply 
their expertise and judgement to take a reasoned stance on the information uncovered, 
while also fostering a more inclusive and objective outcome. The analysis goes beyond 
merely describing the identified literature; it incorporates a degree of critical evaluation 
and conceptual innovation, grounded in the research team’s extensive knowledge of the 
heritage digitisation domain under investigation. 

A total of six macro areas of analysis have been identified: access and engagement, 
technology, legal and policy considerations, ethical considerations, skills and compe-
tencies, and sustainability. In terms of categories of sources that act as the pool of 
information for the literature review, the three key sources of data collection identified 
are presented in Fig. 1.
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Fig. 1. Key data collection methods and exemplary sources 

3 Discussion of the Key Findings 

This document presents an analysis from a pan-European perspective, drawing on various 
sources, including EU strategic policy documents, regulations, reports, guidelines from 
European professional networks, and EU-supported cross-national research initiatives 
on digitisation management. 

Despite clear recommendations from the European Commission [4] urging Member 
States to develop or maintain a comprehensive and forward-looking digital strategy for 
cultural heritage to accelerate the sector’s digital transformation, many Member States 
still lack such strategies or are in the process of developing them. This absence of strategic 
planning at the national or regional level is one of the key gaps identified in this study, 
with significant repercussions for the entire heritage sector. 

In countries where digitisation strategies for cultural heritage are already in place, 
these are often integrated into broader digital cultural policies. State involvement is essen-
tial for financing digitisation, developing technical standards, aggregating databases, and 
ensuring the accessibility of digital heritage [23]. Therefore, it is crucial for Member 
States to establish tailored digital strategies, aligned with EU guidelines and objectives. 

This document structures the key findings into six building blocks. The follow-
ing sections provide an overview of the information gathered throughout the research 
process. 

3.1 Access and Engagement 

In the digital heritage sector, participatory practices have become increasingly important, 
as reflected by EU-funded projects such as inDICEs - Measuring the impact of Digi-
tal Culture [24], RECHARGE - Resilient European Cultural Heritage As Resource for 
Growth and Engagement [38] and GLAMMONS - Resilient, sustainable and participa-
tory practices: Towards the GLAMs of the commons [20]. By incorporating participatory 
practices, museums, archives, and other heritage organisations can foster deeper con-
nections with diverse communities, encouraging active involvement in the preservation 
and interpretation of cultural assets [15]. Digital platforms and social media enable 
broader and more inclusive participation, allowing individuals from around the world 
to contribute to and engage with heritage collections, thus having a greater impact on 
society, innovation, wellbeing, etc. [41]. This collaborative approach helps democratise



Comprehensive Guide of the Benefits, Opportunities, Risks and Gaps 105

heritage, incorporates multiple perspectives, and enriches cultural narratives [19, 38]. 
However, introducing participatory methods often necessitates organisational change, a 
shift in mindset, and the development of soft skills within CHIs, which have traditionally 
followed a curator-centric model [15]. 

A stakeholder-focused digitisation strategy aligns priorities with the needs of 
researchers, educators, communities, and the general public, increasing the relevance, 
usability, and impact of digital collections [14]. This ensures better resource allocation, 
fosters community ownership, and builds institutional trust, particularly when stakehold-
ers contribute to decision-making [10]. Moreover, emerging digital ecosystems, big data, 
and online platforms place CHIs within more complex networks that demand innovative 
managerial approaches and partnerships with technology providers [35]. 

Open access and reuse of digital collections extend benefits to global audiences, facil-
itating remote learning, research, and interactive initiatives such as crowdsourcing [44, 
46]. Yet challenges remain. Unequal internet access, limited funding, and complex intel-
lectual property regulations restrict the potential reach of digitised collections [1, 44]. 
Additionally, inconsistent metadata practices undermine discoverability, while issues of 
privacy and security demand careful attention to data biographies and stewardship [27]. 

Overall, participatory practices, stakeholder engagement, and open digital collec-
tions are central to building an inclusive and dynamic heritage sector. By addressing the 
digital divide, clarifying copyright issues, and fostering co-creation, CHIs can enhance 
the accessibility, diversity, and long-term value of cultural heritage. 

3.2 Technology 

Europe’s cultural heritage digitisation landscape revolves around a few principal plat-
forms—Europeana [16], the Common Language Resources and Technology Infrastruc-
ture (CLARIN) [2], and the Digital Research Infrastructure for the Arts and Humanities 
(DARIAH) [7]—that each contributes to making artefacts discoverable and fostering 
research and collaboration. Europeana, established in 2008, offers access to over 55 mil-
lion artefacts via links to institutional aggregators rather than storing the material itself. 
Since 2022, the Europeana Foundation operates the common European data space for 
cultural heritage [6], reflecting the EU’s drive toward digital transformation. CLARIN, 
launched in 2012, focuses on language resources (text, audio, video) by connecting data 
providers through national nodes called centres, which offer technical services, meta-
data, and knowledge-sharing [3, 8]. DARIAH, recognised as an European Research 
Infrastructure Consortium (ERIC) in 2014, emphasises digitally enabled research in the 
arts and humanities by supplying a wide range of infrastructure, tools, and community 
services [22]. 

Although these platforms address similar tasks—prioritising collections, annotating 
and contextualising items, and facilitating reuse—none offers an automated mechanism 
to decide which artefacts to digitise first, leaving that choice to each institution’s resources 
and interests. Metadata frameworks, such as the Europeana Data Model (EDM), Com-
ponent Metadata Infrastructure (CMDI), and controlled vocabularies, guide semantic 
enrichment of cultural assets, yet the absence of a unified standard can create data silos. 
Persistent identifier policies are likewise uneven: while CLARIN and DARIAH provide
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specific PID services, Europeana encourages their use without making them mandatory, 
leading to minimal adoption in practice [18]. 

Additionally, each platform has distinct authentication mechanisms and licensing 
frameworks: Europeana aggregates under CC0 license for metadata and user-contributed 
content under CC-BY-SA license, whereas CLARIN relies on end-user and deposition 
agreements to regulate access conditions [26]. All three offer custom APIs, making inter-
operability challenging for developers. Although none explicitly features explainable AI, 
they generally promote transparency and ethical awareness. 

So far, the platforms for cultural heritage focused on data accessibility and discovery, 
as well as tools and services sharing, but less on defining concrete data sharing strategies, 
robust data governance practices, and reusable standards that enhance interoperability 
as in the case of data spaces. The last few years the cultural heritage field has also moved 
in this direction, e.g., building on Europeana as the heart of the data space for cultural 
heritage and the development of the SSH Open Marketplace, but many aspects need to be 
further investigated, e.g., authentication and authorisation, licensing of data and services 
and IP management, as well as the establishment of policies and contracts regarding 
further reuse of artefacts and their enforcement and a more rigid data governance policy. 

3.3 Skills and Competences 

In the heritage sector, the demand for new skills is driven by the rapid pace of digitisation 
and the expanding opportunities for online access and reuse of collections through vari-
ous technologies [17]. Professionals must now acquire advanced competencies in digital 
curation, data management, and interactive media. These skills are crucial for navigating 
digitisation challenges, such as ensuring the authenticity and integrity of digital copies, 
managing large and diverse data sets, and protecting sensitive information. But also, to 
sustain the openness of cultural heritage institutions toward relevant stakeholders and 
user groups as a strategic proposition to upgrade their organisational attractiveness [32]. 

Familiarity with emerging technologies like AI is also essential, as AI can revolu-
tionise collection analysis, automate metadata generation, and enhance user interactions. 
Enhanced digital literacy allows heritage professionals to leverage online platforms, 
expanding audience reach, facilitating collaborative research, and fostering innovative 
public engagement strategies. 

Investing in these skills safeguards cultural heritage in the digital age and unlocks 
its potential for dynamic dissemination. Professionalising teams in the sector supports 
digital transformation, improving cultural heritage institutions’ ability to protect and pro-
mote their assets [34]. New skills should be developed within the organisational context, 
supported by networks, and considering the broader societal framework [17]. Digital 
management should become an integrated professional field within cultural heritage 
institutions, requiring experienced experts to set goals and standards [42]. 

3.4 Legal and Policy Consideration 

Digitisation of cultural heritage is evolving rapidly due to technological advances and 
shifting legal and policy frameworks. At the European level, regulators are trying to
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steer this development by introducing or adapting legislation that either directly or indi-
rectly affects the digitisation of CH. While some initiatives address how organisations 
digitise cultural assets, this discussion generally focuses on overarching legal and policy 
contexts, especially those concerning intellectual property rights (IPR) and data shar-
ing. IPR reward creative efforts but can restrict digitisation when the creators or right 
holders are not the ones performing the digitisation [37]. In the EU, copyright princi-
ples stem from the Berne Convention for the Protection of Literary and Artistic Works 
and from multiple directives (e.g., the Database Directive, Infosoc Directive, Orphan 
Works Directive, Digital Single Market Directive), which help protect works in the lit-
erary, scientific, and artistic realms. The Digital Single Market (DSM) Directive [12], 
for instance, exempts CHIs and research organisations from the usual copyright regime 
for text and data mining (Article 3) and stipulates that reproductions of public-domain 
works cannot be subject to new copyright (Article 14). It also permits CH institutions 
to make preservation copies (Article 6), though other uses still require permission. Arti-
cles 8–11 introduce a regime for out-of-commerce works, allowing CHIs to digitise and 
share such material, though the process relies on collective management organisations 
or copyright exemptions that rights holders can opt out of. Another barrier arises with 
orphan works, in which rights holders cannot be found. The Orphan Works Directive 
[11] was intended to ease digitisation for CHIs, but the mechanism remains underused 
because of limited resources and complex administrative requirements [31]. 

Beyond IPR, data sharing legislation supports rather than obstructs CH digitisation, 
although issues of access and reuse persist. In 2020, the European Commission issued 
the “European Strategy for Data” [5], addressing the EU’s need for an innovative, strong 
and progressive data economy. The document presents the Commission’s efforts in 
reaping the benefits of the overall growth in data volumes, thus ultimately improving the 
health and well-being of EU citizens, and having a positive impact on the environment, 
transparent governance and convenient public services. One of the measures designated 
to achieve this ambition is the creation of a European data space. This data space is 
intended to present a single market for data, where the value of both personal and non-
personal data can be securely and easily extracted by companies and individuals alike. 
In this context, the Common European Data Space for Cultural Heritage exemplifies 
the push to foster reuse and stimulate creativity, with Europeana playing a key role by 
offering standardised frameworks for sharing digital content. 

Other legislative acts form the backbone of data sharing in the EU. The Open Data 
Directive (ODD) [13] encourages the reuse of public-sector documents and addresses 
the digitisation of CH, stipulating that exclusive rights for private partners should not 
exceed ten years, after which full rights revert to the institution. The Data Governance 
Act (DGA) [39] provides a secure framework for sharing data that may be protected 
by commercial confidentiality or personal data regulations, though it largely excludes 
cultural and educational establishments; however, it still outlines provisions for data 
intermediation services that could affect CH sharing. Meanwhile, the Data Act [40], that 
complements the DGA, aims to enhance EU data availability and promote interoper-
ability among data spaces, requiring participants to describe data structures and usage
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restrictions in a machine-readable format. By complementing each other, these legisla-
tive measures encourage greater openness and trust in data-sharing mechanisms—factors 
that are essential for digitising cultural heritage at scale. 

3.5 Ethical Consideration 

Ethical issues arise in the process of digitising cultural heritage because the preservation, 
selection, and sharing of artefacts can conflict with diverse cultural values, identities, 
and expectations. Professional ethics historically sought to uphold trust in institutions 
[9], but new dilemmas emerge when the digital realm introduces questions of cultural 
sensitivity, authenticity, privacy, accessibility, and funding. The growth of “communi-
ty” or “independent” archives demonstrates how groups—particularly indigenous or 
marginalised communities—seek to regain power over knowledge that has often been 
commercialised or interpreted through a “Western” lens [30]. This creates the possibil-
ity that GLAMs may inadvertently misrepresent certain heritages through inadequate 
consultation or metadata practices, especially when digitised CH was originally meant 
for a restricted audience or intended only for community members [43]. 

Another concern is the ease with which digital content can be manipulated or dissem-
inated, raising questions of authenticity and ownership. GLAMs traditionally guarantee 
trustworthiness, but the risk of altered or misleading reproductions grows in the online 
environment [43]. Privacy issues also become more pressing, since a digitised item could 
reveal personal information or be harmful to people mentioned or depicted in historic 
materials. Moreover, digitising three-dimensional sites or artefacts can limit a viewer’s 
interpretive freedom if the experience is restricted to a predetermined angle or path and 
if changes over time are not captured [28, 43]. 

Access to digitised content often demands both technical skills and technology that 
some communities, especially those originally connected to the content, may lack [30]. 
Conversely, highly interactive online environments may allow unmoderated commentary 
or manipulation, and GLAMs may not be prepared to host dialogues that balance public 
engagement with institutional trust. The shift to business-oriented funding models adds 
further ethical dimensions, because selection biases can creep in when content with high 
donor appeal is prioritised, and private supporters may demand exclusive access or time-
limited control over digitised artefacts [30]. These challenges highlight the importance 
of managing digitisation projects in a way that preserves cultural integrity, respects 
privacy, ensures broad accessibility, and promotes transparency in both the funding and 
dissemination processes. 

3.6 Sustainability 

Sustainability in digitising cultural heritage increasingly highlights “digital sobriety,” 
which aims to minimise environmental impact by reducing energy consumption, opti-
mising storage, and implementing green technologies [33]. Although still lacking exten-
sive research and formal guidelines, this approach encourages institutions to focus on the 
relevance rather than the sheer volume of what they digitise, potentially lowering costs 
and energy use [25]. Yet technical challenges remain, such as deploying efficient scan-
ners or servers and training staff in new skills. Funding is also a persistent obstacle, as
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large-scale digitisation efforts can exceed the budgets of many smaller institutions [29]. 
Public grants and EU programmes, including Creative Europe or Horizon Europe, are 
often critical, but heritage organisations should devise comprehensive risk management 
plans to address financial uncertainties and ensure they can fulfil their public missions 
[14]. Diversifying income sources and developing long-term sustainability strategies 
further strengthen institutions’ resilience [36]. Pooling resources and infrastructures at 
national and regional level, efficient management of digitisation projects, and introduc-
tion of long-term preservation plans, can lead to significant cost savings and reduced 
environmental footprint, limiting obsolescence risks, and maintaining accessibility for 
future generations. 

4 Conclusions 

The digitisation of cultural heritage offers immense potential for enhancing public access, 
engagement, and participation in cultural heritage, fostering new collaborations and cre-
ative reuses of digital artefacts. However, this transformation is not without its chal-
lenges. The analysis presented in this document underscores the necessity of a holistic 
approach to digitisation management that addresses key areas such as access and reuse, 
technology, legal and policy considerations, ethics, skills, and sustainability. 

For Cultural Heritage Institutions, to fully leverage the opportunities fostered by digi-
tisation, comprehensive frameworks and policies are crucial. These should provide clear 
methodologies for prioritising, contextualising, and managing collections throughout 
their lifecycle. Addressing issues related to intellectual property rights, digital preserva-
tion, and organisational sustainability is essential for ensuring the longevity, reusability 
and integrity of digital collections. 

Moreover, as CHIs navigate the digital landscape, they must responsibly embrace 
new technologies and adopt inclusive practices that amplify previously neglected voices, 
promoting equity and democratic values. The development of new skills and mindsets 
among CHI professionals is imperative to adapt to these changes and fully harness the 
potential of digital heritage. 

While significant challenges remain, including legal complexities, ethical consider-
ations, and the need for sustainable practices, the path forward lies in a collaborative, 
innovative, and inclusive approach to digitisation. By addressing these challenges head-
on, CHIs can unlock the transformative power of digital heritage, enriching European 
society and fostering a more engaged and informed public. 
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1 Introduction 

1.1 Digital Reconstruction of Lost and Unbuilt European Architectural Heritage: 
Challenges and Opportunities 

The European Architectural and Cultural Heritage is vast and multifaceted, yet a signif-
icant portion of it remains invisible. Many historical structures (churches, synagogues, 
mosques) have been destroyed [1] or were never realised. The advent of digital tech-
nologies now enables their virtual reconstruction, offering new opportunities for study, 
dissemination, and engagement through scientifically grounded 3D models. 

In recent years, virtual 3D reconstruction has gained increasing relevance both in 
academic research and in digital media, such as film and video game production. These 
reconstructions, based on textual and figurative sources, provide a means to represent 
lost or unbuilt heritage. Scholars from disciplines including architecture, art history, 
archaeology, and restoration increasingly employ these digital tools, fostering a grow-
ing international debate on the scientific rigour of such models [2]. The London Charter 
[3] and the Principles of Seville [4] have established foundational guidelines for the 
Computer-based Visualisation of Cultural Heritage (CVCH). However, despite signif-
icant research in related fields, a shared methodological framework and universally 
accepted standards for the digital reconstruction of vanished or never-built architecture 
are still lacking. 

Existing European research initiatives, such as Horizon 2020, e.g. Inception [5], 
Time Machine [6], CrossCult [7], Dariah [8], V4Design [9] have addressed digital her-
itage, but none have specifically focused on the hypothetical reconstruction of lost or 
unbuilt architectural projects. The absence of clear reference standards complicates the 
recognition of scientifically validated 3D models from amateur visualisations [9]. This 
project aims to address this gap by establishing practical guidelines and methodological 
protocols for the creation, evaluation, publishing and access of CVCH models, in line 
with the UNESCO Charter on the Preservation of Digital Heritage [11] and the FAIR 
data principles [12]. 

A scientifically rigorous CVCH model must be accompanied by thorough documen-
tation of sources, methods, and references. This information should be systematically 
stored and made accessible to ensure transparency and reproducibility [13]. To achieve 
this goal, international collaboration is essential. This initiative brings together five uni-
versities and two companies from different countries, including the Institute of Archi-
tecture at Hochschule Mainz, an active member of the Time Machine project. Moreover, 
some members of the CoVHer consortium collaborated on the DFG Research Network 
project Digital 3D Reconstructions as Tools of Architectural Historical Research (2018– 
2022) [14], which addressed similar topics by bringing together various disciplinary 
fields [15]. 

Beyond academic circles, the project seeks to engage museums, municipalities, and 
the wider public. The growing use of 3D hypothetical reconstructions in the gaming 
and film industries significantly shapes collective perceptions of history, underscoring 
the need to foster public awareness of the scientific credibility of such representations. 
Providing reliable tools for assessing historical reconstructions will contribute to a more 
accurate and widespread understanding of European architectural heritage.
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2 The CoVHer Project 

2.1 Advancing Digital Capabilities in Higher Education and Virtual Heritage 
Studies 

The CoVHer project has positively strengthened digital capabilities in higher education 
while fostering innovative learning and teaching practices, at least for the seven insti-
tutions involved: five European universities and two private companies specialising in 
Digital Cultural Heritage. Through this initiative, we have achieved the following key 
objectives:

• Established standardised documentation, methodologies [16], and a shared vocab-
ulary [17] for the construction and evaluation of 3D models in Computer-based 
Visualisation of Architectural Cultural Heritage (CVCH).

• Developed a dedicated 3D model repository for Cultural Heritage (CH), providing 
an infrastructure to apply these standards and methodologies.

• Disseminated CoVHer’s findings within academic and public domains, promoting 
awareness and engagement with virtual heritage studies. 

2.2 Methodological Framework and Innovations 

The project has defined practical guidelines and operational methodologies for study-
ing, developing, visualising, and critically evaluating 3D models hypothetically recon-
structed from lost or unbuilt architectural artifacts. These methodologies, aligned with the 
UNESCO Charter on the Preservation of Digital Heritage (2003), establish a systematic 
CVCH model creation and documentation approach. 

The innovation of this research lies in the establishment of scientific reference 
standards for 3D reconstructions, addressing four key areas: 

1. Constructive Aspects – Ensuring geometric accuracy and structural integrity of 3D 
models. 

2. Traceability – Documenting sources and evaluating the quality of historical recon-
struction. 

3. Accessibility & Interoperability – Enabling integration into digital platforms and 
ensuring data exchange compatibility. 

4. Visualization – Defining high-quality graphical outputs to effectively communicate 
scientific content. 

A comprehensive reference glossary has been developed to standardise terminology 
for hypothetical virtual 3D reconstructions, addressing the previous lack of a shared 
vocabulary in this field. 

2.3 A Specialized Open-Access Repository 

A digital 3D repository has been created to enhance the accessibility and dissemination of 
these models [18]. While previous platforms, such as the Inception Project [5], provided 
digital collections of European architectural heritage, our repository is the first to focus 
exclusively on lost or unbuilt buildings.
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Fig. 1. CoVHer repository (https://repository.covher.eu/).

Unlike existing databases, this repository does not simply host 3D models; it also 
provides essential metadata and documentation for their critical evaluation. The platform 
serves two primary functions (Fig. 1): 

• A scholarly resource – A reference hub where researchers, architects, engineers, 
art historians, and archaeologists can share, analyse, and download scientifically 
validated reconstructions alongside supporting documentation.

• A public archive – An open-access platform for non-specialists, fostering a broader 
appreciation and understanding of European architectural and cultural heritage. 

2.4 Academic and Public Impact 

The CoVHer project aims to generate a significant impact on both academia and public 
engagement. A key objective is to integrate dedicated teaching modules on CH virtual 
reconstructions into university curricula, equipping students with essential skills in dig-
ital heritage studies. Additionally, the project seeks to raise awareness among scholars, 
professionals, and the public about the scientific potential of digital reconstructions.

https://repository.covher.eu/
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By promoting rigorous methodologies in virtual heritage, CoVHer aspires to con-
tribute to the cultural and social cohesion of European citizens, reinforcing the role 
of digital technologies in preserving and deepening the understanding of architectural 
heritage. 

3 The Project Results 

3.1 The First Project Results 

The project has produced four main results, all of which have been published on the 
official project website: https://www.covher.eu/. 

The first result deals with methodologies, guidelines, cooperation processes and 
methodologies to outline operating standards for generating CVCH. 

The first outcome consists of CoVHer guidelines that outline the theoretical and 
practical research developed and applied during the project. Specifically, key concepts 
were defined, such as methods of digital representation and techniques of digital mod-
elling. The various types of 3D models used in hypothetical virtual reconstructions 
were also classified. The definition of certain types of reconstructive models, such as 
the Critical Digital Model [19] or Scientific Reference Model [20], were improved or 
introduced ex novo, along with potential workflows to apply in similar cases. Addition-
ally, standard procedures for constructing and validating 3D models related to historical 
reconstructions of the past were outlined (Fig. 2). 

Fig. 2. Interactive CoVHer glossary (https://covher.eu/glossary/)

https://www.covher.eu/
https://covher.eu/glossary/
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The second significant objective was the creation of an interactive CoVHer glossary, 
which is available online to facilitate easy and quick reference. This glossary provides the 
agreed-upon definitions for the most important terms used in the context of hypothetical 
virtual reconstructions. One of the key issues discussed throughout the project was the 
need to clarify certain concepts to improve the effectiveness and clarity of communication 
within the scientific community. For example, original terms were created and defined 
to clarify the types of 3D models and data used in virtual reconstructions. 

3.2 The Raw Model and Informative Model 

Fig. 3. Diagram of Informative and Raw Models related to the type of data used, first published 
in [17]

Among the novel terms introduced in the CoVHer glossary, the Raw Models (RM) 
and Informative Models (IM) are among the most relevant. 

The Informative Model (IM) refers to a digitally enriched 3D model that includes 
accessible and relevant information. This term can also be applied to the concept of “In-
formed Models” or “Information-Enriched Models,” though these variants differ slightly 
in meaning, as they do not necessarily require the information to be both available and 
accessible (Fig. 3). 

An example of an IM is a virtual hypothetical 3D reconstruction based on architec-
tural sources that are both documented and published. Another example would be an 
architectural survey that begins with raw data from a laser scanning campaign. This data 
is then processed automatically to generate an objective mesh model (RM), which is 
further refined, rectified, segmented, and redesigned by an author using CAD software 
to create the IM.



118 F. I. Apollonio et al.

The key difference between RM and IM lies primarily in their conceptual nature. 
RM represents solely dimensional data (and sometimes colourimetric data) obtained 
directly from physical objects. In contrast, IM involves a complex interpretation of 
various sources generated through a reverse engineering process. 

Technically, the RM is always discrete, typically represented numerically or polyg-
onally. The IM, however, can be represented through different digital methods (either 
continuous or discrete) and constructed using a range of modelling techniques, including 
parametric, direct handmade, or polygonal modelling. 

In summary, while the IM provides a wide range of information—such as metric, 
calorimetric, geometric, and source-based data—the RM primarily offers only metric 
and calorimetric information. For example, when a chunk of a point cloud from a survey 
is interpreted and interpolated using a cylindrical, planar, or conical NURBS surface, 
whether the resulting 3D surface is automatically generated or handmade, it embeds 
interpretative data which turns it into an IM. 

3.3 The Second Project Result 

Project Result 2 (PR02) dealt with 3D Models of CVCH and was directly connected 
to Project Result 1 (PR01). While PR01 established the theoretical and methodologi-
cal foundation, PR02 focused on the practical application, validating the methodology 
through real-world case studies [21]. 

The project achieved two primary objectives:

• It assessed the reliability of the proposed methodology by applying it to actual case 
studies.

• It developed reference examples of best practices for CoVHer educational initiatives, 
including MOOCs and Architectural Drawing Workshops (ILPs). 

A key outcome was the creation of 3D CVCH for architectural structures that no 
longer exist or were never constructed. Each project partner produced a set number of 
3D models, selecting case studies in collaboration with local stakeholders. 

The CVCH models were required to meet four scientific criteria:

• Constructive aspects – the accuracy of the 3D model’s structure was ensured.
• Use of sources & historical reconstruction quality – traceability and reliability of the 

sources were verified.
• Platform compatibility, reusability, and interoperability – standardised formats were 

used to ensure compatibility across different platforms.
• Visualisation techniques – various modelling methods (mathematical and polygonal) 

were employed for both structural integrity and effective visual representation. 

The project also integrated Virtual Reality (VR) to enhance the user experience, 
allowing students and the public to explore lost or unrealised architectures. This immer-
sive approach improved spatial perception, evoked emotional engagement with historical 
architecture, and raised awareness of cultural heritage. For example, architects and engi-
neers from different locations collaborated on virtual reconstructions of historical sites. 
This technology proved to be highly beneficial for archaeologists, art historians, and 
architects, especially in virtual courses focused on lost places.
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The project envisioned virtual reconstructions becoming a standard tool in cultural 
heritage education and research, providing new ways to interact with and preserve 
architectural history. 

The project deliverables, including the 3D models, were uploaded to the CoVHer 
platform: 3D Repository for Computer-based Visualisation of Architectural Cultural 
Heritage [22]. 

3.4 The Third Project Result 

The third project result was focused on collecting 3D CVCH models of unbuilt or 
destroyed architectures. Unlike other repositories developed by previous projects, CoV-
Her’s repository is uniquely focused on structures that were never realised or have been 
lost. 

The key achievements of the CoVHer repository are: 

1. Creation of a digital repository. 
The platform now hosts a growing collection of 3D reconstructions of historical 

architecture, making them accessible to researchers and the public.\ 
2. Integration of critical metadata & paradata. 

Each 3D model is accompanied by documentary sources, explanations of 
how sources were used (paradata), and technical details about the model’s nature 
(polygonal, mathematical, or mixed). 

All entries documenting 3D models were developed on the basis of CIDOC CRM-
based application ontology OntPreHer3D to align with Linked Open Data standards, 
ensuring interoperability and traceability of information. 

3. Support for model reusability & modification. 
Users can upload, reuse, modify, and submit updated versions of 3D models 

directly on the platform. Whenever possible, both mathematical and numerical models 
have been provided. Each reconstruction is available in two formats: Native format 
and Universal interchange format (e.g., OBJ/FBX/GLB for polygonal models, 3DM 
for mathematical models) 

4. Ensuring accessibility & licensing compliance. 
Metadata and paradata facilitate traceability, reusability, and access through 

clarified Creative Commons licensing. 
5. Two dedicated user experiences. 

For scholars in fields like architecture, engineering, history, and archaeology, the 
platform serves as a scientific research tool. For laypersons, the platform can be seen as 
a tool that provides a user-friendly experience to promote European architectural and 
cultural heritage, allowing non-experts to explore lost or never-built structures. 

The CoVHer platform now stands as a pioneering digital resource, bridging academic 
research and public engagement in the field of architectural heritage visualisation, and 
it is available at the following link: https://repository.covher.eu/.

https://repository.covher.eu/
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3.5 The Fourth Project Result

Fig. 4. CoVHer Massive Open Online Course (MOOC).

The primary accomplishment of the Fourth CoVHer project was the development and 
launch of the Massive Open Online Course (MOOC) titled “CoVHer: Computer-based 
Visualization of Architectural Cultural Heritage” [23]. Now available on the University 
of Bologna’s e-learning platform, this course is accessible worldwide, providing indi-
viduals with an opportunity to engage in digital heritage education. It stands as the first 
comprehensive online resource dedicated to the creation and evaluation of 3D CVCH 
models (Fig. 4). 

Through the creation of the MOOC, four objectives have been achieved. 
First, the launch of the CoVHer MOOC represents a pioneering effort in digital her-

itage education, offering an in-depth exploration of 3D CVCH model creation. Structured 
into four distinct modules, the course covers:

• Week 1: Introduction to Hypothetical Reconstructions.
• Week 2: From Broken Fragments to Reconstructed Buildings.
• Week 3: Best Practices for 3D Modeling and Visualization.
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• Week 4: Documenting, Sharing, and Reusing 3D Models. 

The course’s availability on the University of Bologna’s platform ensures global 
accessibility, allowing learners worldwide to engage with advanced topics in digital 
heritage. 

Secondly, the MOOC provided the implementation of blended learning modules in 
University curricula. A significant achievement of the CoVHer project was the integra-
tion of innovative teaching modules into architecture and engineering courses across 
partner universities. By combining the MOOC’s resources with traditional academic 
lectures, the project fostered a hybrid learning approach that benefited both local and 
Erasmus students. This blended learning model is now embedded in the curricula of the 
participating institutions, enriching the educational experience. 

Third, the MOOC offered the development and teaching of a shared standard method-
ology for the creation of 3D CVCH Models. By defining clear scientific and educational 
criteria for 3D CVCH models, the project contributed to establishing a shared standard 
that ensures consistency and reliability in the digital representation of architectural her-
itage. These standards have been integrated into the CoVHer digital platform, ensuring 
compatibility with existing digital heritage repositories. 

Fourth, it supported student engagement and impact. Student participation played a 
crucial role in the project’s success. The MOOC’s open accessibility enables a global 
reach, potentially engaging thousands of students. During the development and test-
ing phase, approximately 250 students from partner universities actively participated 
in the blended learning modules during the first semester of the 2024/2025 academic 
year. Feedback gathered through student evaluations and final exam results has been 
instrumental in refining and enhancing the course content and delivery. 

Through the CoVHer MOOC and blended learning modules, the project has set 
a new benchmark in digital heritage education, offering a structured, accessible, and 
standardized approach to the study of computer-based visualization of architectural 
cultural heritage. The course is accessible at the following link: https://book.unibo.it/. 

4 Conclusion 

The CoVHer project has made substantial contributions to advancing digital heritage 
research and education, establishing itself as a pivotal initiative in the Computer-based 
Visualization of Cultural Heritage (CVCH) field. Through interdisciplinary and inter-
national collaboration, the project has successfully tackled key challenges related to the 
digital reconstruction of lost or unbuilt architectural heritage, ensuring methodological 
rigour, accessibility, and broad dissemination. The four main project results have not 
only addressed existing gaps in the field but have also provided concrete solutions that 
we hope will have a lasting impact on both academic research and public engagement. 

The first major achievement of the project has been the development of comprehen-
sive methodologies and guidelines for the creation, documentation, and evaluation of 3D 
CVCH models. By defining clear theoretical frameworks and classification criteria, CoV-
Her has established a standardised vocabulary and workflow for digital reconstructions. 
The introduction of key concepts such as Raw Models (RM) and Informative Models 
(IM) has improved clarity in differentiating levels of data processing and interpretation

https://book.unibo.it/
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in digital modelling. These guidelines, grounded in scientific rigour, offer references for 
researchers, architects, and cultural heritage professionals, ensuring the traceability and 
reliability of digital reconstructions. 

Building on this methodological foundation, the second key result of CoVHer has 
been the creation and validation of 3D models of lost or unbuilt architecture. The project 
applied its proposed methodologies to real-world case studies, assessing the accuracy, 
traceability, and interoperability of the digital reconstructions. The case studies explored 
topics in architecture [24] and archaeology [25]. 

The results have demonstrated that the developed framework is not only applicable 
but also essential for ensuring the scientific credibility of CVCH models. By integrating 
Virtual Reality (VR) technologies, the project has enhanced the experiential dimension 
of digital heritage, allowing users to engage with reconstructed environments in an 
immersive way. This innovation has been particularly beneficial for educational and 
research applications, fostering new ways to explore and analyse historical structures. 

A crucial third outcome of the project has been the establishment of a dedicated 
3D model repository designed specifically for storing and sharing scientifically vali-
dated reconstructions of lost or never-built architecture. Unlike existing digital heritage 
platforms, CoVHer’s repository ensures that each uploaded model is accompanied by 
critical metadata and paradata, providing transparency regarding sources, modelling 
techniques, and historical interpretations. By adopting Linked Open Data standards and 
integrating CIDOC CRM-based ontologies, the repository guarantees interoperability, 
allowing seamless data exchange with other digital heritage initiatives. Additionally, the 
platform supports model reusability and versioning, enabling scholars and professionals 
to refine and expand upon existing reconstructions while ensuring proper attribution and 
licensing. 

The fourth and final key achievement of the project has been the development and 
launch of the CoVHer MOOC (Massive Open Online Course), which stands as the first 
comprehensive online educational resource dedicated to the creation and evaluation of 
3D CVCH models. Hosted on the University of Bologna’s e-learning platform, the course 
provides a structured learning path covering fundamental aspects of digital heritage visu-
alization. By integrating the MOOC into blended learning modules across participating 
universities, the project has successfully enriched academic curricula, equipping students 
with essential skills in digital modelling, documentation, and historical reconstruction. 
The open accessibility of the course ensures a broad impact, allowing not only univer-
sity students but also professionals and enthusiasts worldwide to engage with the latest 
developments in digital heritage studies. 

As a result of these four key achievements, the CoVHer project has the potential to 
establish a new benchmark in the field of digital heritage. By bridging the gap between 
academic research, technological innovation, and public engagement, it could contribute 
to the development of a sustainable framework for the study and dissemination of lost 
and unrealized European architectural heritage. The methodologies, resources, and tools 
developed within the project may continue to influence the future of cultural heritage 
visualization, facilitating the accessibility, comprehensibility, and scientific validation 
of historical structures—whether lost to time or never built—for future generations.
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Abstract. The illicit trafficking of cultural heritage represents a significant global 
challenge, exacerbated by digital technologies that facilitate unauthorised trade 
while offering new protection opportunities. The ANCHISE project addresses 
these challenges through a suite of six innovative, complementary tools designed 
to enhance the detection, prevention, and investigation of cultural property traf-
ficking. This paper presents these integrated tools, combining monitoring, authen-
tication, analysis, matching, data fusion and standardisation technologies, with a 
strong focus on interoperability, and their real-world implementation across varied 
operational environments. The paper details the technological architecture of each 
tool, discuss implementation challenges across varied operational environments, 
and evaluate their performance through stakeholder feedback. Developed through 
collaborative efforts between law enforcement agencies, cultural heritage pro-
fessionals, and technical experts, the ANCHISE toolset demonstrates promising 
capabilities in transforming dispersed, heterogeneous data into actionable intelli-
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1 Introduction 

The illicit trafficking of Cultural Heritage is a pressing hazard that endangers the preser-
vation of global cultural identities and the integrity of historical knowledge. Indeed, 
beyond the immense economic value caused by the theft of cultural goods [1] their loss 
diminishes our collective past and important information to understand and reconstruct 
it. 

In the last few years, Cultural Heritage faces significant and increasing threats from 
illicit trafficking globally [2], with digital technologies enabling trafficking networks [3]. 
The looting of cultural heritage sites initiates a chain reaction that extends far beyond the 
initial theft. Stolen objects are transported, stored, and advertised online through private 
forums and social media groups to stimulate demand [4]. These items are then smuggled 
across borders, laundered, and eventually reintroduced into the legitimate market [5]. 

International efforts are put in place by various stakeholders to combat these illegal 
procedures and protect such a valuable world cultural heritage1 . However, the complexity 
and transnational nature of cultural goods’ crimes together with the facilitation given by 
these new illegal routes, often cause failing the traditional law enforcement methods and 
require more sophisticated and innovative approaches in line with those used by looters 
and smugglers. 

In this vein, the current advancements in technology have boosted the development of 
new digital strategies and tools to counteract these illicit activities and offer new protec-
tion opportunities. Several solutions developed in the last years have shown promise, yet 
significant challenges remain. Current obstacles include fragmented data about looted 
cultural goods across institutions, heterogeneous formats and lack of systematic and 
holistic organization, hindering effective law enforcement response. The disconnected 
nature of these systems creates information silos that traffickers exploit, while technical 
barriers often prevent seamless information exchange between stakeholders. 

The EU-funded project ANCHISE2 aims to build a comprehensive answer to meet 
these challenges for the effective protection of cultural heritage in Europe (and beyond), 
addressing both antiquities and modern cultural goods through sustainable, replicable 
and interoperable digital solutions. Predicated on a bottom-up procedure, ANCHISE 
develops an all-encompassing approach at each phase of analysis (prevention, stop-
page and discovery) through an integrated suite of six complementary tools. Together, 
these tools—spanning monitoring, authentication, analysis, matching, data fusion and

1 Recent international efforts to combat illicit trafficking of cultural property have gained signif-
icant momentum through several key legislative and regulatory developments. The United 
Nations Security Council Resolution 2347 (2017) marked the first resolution exclusively 
focused on cultural heritage protection in the context of armed conflicts, specifically addressing 
trafficking as a potential source of terrorist financing. In the same year, the Council of Europe 
adopted the Nicosia Convention, representing the first comprehensive criminal law treaty specif-
ically targeting the illicit trafficking of cultural property. The European Union strengthened its 
regulatory framework with Regulation 2019/880 on the introduction and import of cultural 
goods, establishing stricter controls on cultural goods entering the EU market. 

2 ANCHISE – Applying New solutions for Cultural Heritage protection by Innovative, Scientific, 
social and economic Engagement. A project funded by the European Union’s Horizon Europe 
Framework Programme under grant agreement No 101094824. https://www.anchise.eu/ 

https://www.anchise.eu/
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data aggregation capabilities—create a comprehensive protection ecosystem connect-
ing diverse stakeholders (e.g., law enforcement, heritage professionals, museums) and 
transform dispersed data into actionable intelligence [6]. 

This paper will present the current situation at European level concerning the ini-
tiatives and technologies developed and used for the fight against the illicit traffic of 
cultural goods, and it will highlight the current gaps and challenges especially in terms 
of data and knowledge interoperability. In this perspective, the paper will offer the vision 
of the ANCHISE project and the description of an interoperable toolset proposed for 
an effective solution to mitigate this anthropogenic threat through digital technologies. 
Moreover, the paper will discuss the necessity of a continuous collaboration with the 
actors of the fight against illicit trafficking of cultural property for the assessment of their 
needs and the testing and implementation of digital technologies for fighting the illicit 
trade. Specifically, the paper is structured as follows. Section 2 examines both previous 
projects and initiatives in the field of cultural heritage protection, as well as existing 
tools and technologies. Section 3 discusses the interoperability challenges and limita-
tions of current approaches. Section 4 presents the solution proposed by the ANCHISE 
project with its toolset, describing each of the six complementary tools that compose it. 
Section 5 concludes the paper by identifying critical success factors for the ANCHISE 
project and the application of its toolset, and exploring future perspectives for cultural 
heritage protection. 

2 State of the Art 

2.1 Projects and Initiatives 

Recent years have seen several EU-funded projects and initiatives attempting to address 
the previously mentioned issues. Some of them worked on the development of stakehold-
ers’ networks for information sharing; others focused on the development of different 
(digital and analytic) solutions or tools for data sharing. 

The POLAR (Police et archéologues face au trafic d’antiquités, 2015–2016) project, 
led by Ecole nationale supérieure de la police (ENSP), in collaboration with Maison de 
l’Orient et de la Méditerranée Jean Pouilloux and Office central de lute contre le traffic 
de biens culturels (OCBC), focused on sharing knowledge and professional good prac-
tices to better fight the illicit trafficking of cultural property3 . Innovative in approach, the 
POLAR project successfully established a foundational network among stakeholders, 
creating valuable connections that would later evolve into more extensive collaborations. 
The project laid essential groundwork by facilitating knowledge exchange through dis-
cussion forums, though it concluded before developing a permanent digital infrastructure 
for continued knowledge sharing. Nevertheless, many of the professional relationships 
formed during POLAR became instrumental in subsequent collaborative initiatives in 
the field.

3 POLAR - Policiers et Archéologues face au trafic d’antiquités. École Nationale Supérieure de 
la Police (ENSP). https://www.ensp.interieur.gouv.fr/Recherche/Les-axes-prioritaires-de-rec 
herche/Systemique-entre-sciences-humaines-et-sociales-et-sciences-de-l-information-et-des-
technologies/POLAR-Policiers-et-Archeologues-face-au-trafic-d-antiquites2. 

https://www.ensp.interieur.gouv.fr/Recherche/Les-axes-prioritaires-de-recherche/Systemique-entre-sciences-humaines-et-sociales-et-sciences-de-l-information-et-des-technologies/POLAR-Policiers-et-Archeologues-face-au-trafic-d-antiquites2
https://www.ensp.interieur.gouv.fr/Recherche/Les-axes-prioritaires-de-recherche/Systemique-entre-sciences-humaines-et-sociales-et-sciences-de-l-information-et-des-technologies/POLAR-Policiers-et-Archeologues-face-au-trafic-d-antiquites2
https://www.ensp.interieur.gouv.fr/Recherche/Les-axes-prioritaires-de-recherche/Systemique-entre-sciences-humaines-et-sociales-et-sciences-de-l-information-et-des-technologies/POLAR-Policiers-et-Archeologues-face-au-trafic-d-antiquites2
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The NETCHER (NETwork and digital platform for Cultural Heritage Enhancing and 
Rebuilding, 2019–2021)4 project aimed to establish a Europe-wide information network 
and charter of best practice for the preservation of cultural heritage. Funded by Hori-
zon 2020, it brought together a consortium of seven European entities structured into 
seven work modules. Faced with the proliferation of often unconnected initiatives in 
the protection of endangered heritage and the fight against illicit trafficking, NETCHER 
adopted a participatory approach to harmonise these efforts by creating a social plat-
form bringing together various stakeholders (international organisations, governments, 
researchers, NGOs, foundations). The project resulted in two products: a charter of best 
practices and a social platform, thus constituting a first step towards an effective inter-
national and inter-sectoral fight against the trafficking and looting of cultural property. 
Nevertheless, despite these promising developments, the platform’s impact remained 
limited after the project’s conclusion, with minimal ongoing activity and limited inte-
gration into operational practices of law enforcement and heritage protection agencies, 
highlighting the challenge of sustaining digital initiatives beyond their initial funding 
period. 

The PREVISION project (Prediction and Visual Intelligence for Security Informa-
tion, 2019–2021)5 , funded under Horizon 2020, marked a significant advancement in 
data-driven law enforcement capabilities by developing cutting-edge technologies for 
processing large-scale, heterogeneous data streams. While not specifically targeted at 
cultural heritage protection, its integration of artificial intelligence, big data analytics, 
and knowledge graph technologies enabled law enforcement agencies to establish con-
nections between seemingly unrelated information. Key contributions included dynamic 
knowledge graphs for visualising entity relationships, predictive analytics for forecast-
ing criminal activities, cross-source data fusion, and tools for analysing dark-net mar-
ketplaces where illegal transactions occur. PREVISION provided the framework that 
enabled the development of Arte-Fact©, a specialized tool subsequently deployed as 
an operational programme for French Police and Customs agencies. Arte-Fact© has 
proven effective in the fight against illicit trafficking of cultural goods and continues to 
be enhanced within the ANCHISE project, demonstrating the successful transition from 
research innovation to practical law enforcement application. 

In recent years, the European Commission has adopted a strategic approach to combat 
illicit trafficking of cultural goods by funding complementary projects that address dif-
ferent aspects of this challenge. This strategy aims to develop both analytical and digital 
solutions with innovative societal impact, promoting complementarity across initiatives. 
Within this framework, two projects are being developed alongside ANCHISE as part 
of the same Horizon Europe cluster: AURORA and ENIGMA6 . The AURORA project

4 NETCHER - NETwork and digital platform for Cultural Heritage Enhancing and Rebuilding.
https://netcher.eu/ 

5 PREVISION - Prediction and Visual Intelligence for Security Information. https://prevision-
h2020.eu/ 

6 ANCHISE, AURORA and ENIGMA are projects funded under the Cluster 2: Culture, 
Creativity and Inclusive Society of the Horizon Europe programme. European Commission. 
https://research-and-innovation.ec.europa.eu/funding/funding-opportunities/funding-progra 
mmes-and-open-calls/horizon-europe/cluster-2-culture-creativity-and-inclusive-society_en. 

https://netcher.eu/
https://prevision-h2020.eu/
https://prevision-h2020.eu/
https://research-and-innovation.ec.europa.eu/funding/funding-opportunities/funding-programmes-and-open-calls/horizon-europe/cluster-2-culture-creativity-and-inclusive-society_en
https://research-and-innovation.ec.europa.eu/funding/funding-opportunities/funding-programmes-and-open-calls/horizon-europe/cluster-2-culture-creativity-and-inclusive-society_en
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focuses on establishing robust digital identities for cultural artifacts through deep chem-
ical composition analysis, developing non-destructive anti-counterfeiting markers cou-
pled with miniaturized tracking devices and blockchain-based verification tools. Com-
plementarily, the ENIGMA project introduces the Unique Authenticity Identifier (UAI) 
concept while integrating earth observation techniques with Geographical Information 
Systems (GIS) for heritage site protection [7], leveraging machine learning for cultural 
heritage object clustering, and analysing metadata to interlink disparate data sources 
through a comprehensive decision-support platform. Together with ANCHISE, these 
sister projects represent the European Union’s coordinated effort to develop effective 
technological solutions for cultural heritage protection. 

2.2 Existing Systems and Tools 

Currently, the landscape of the existing tools for combating illicit trafficking of cultural 
property encompasses several distinct categories of systems, each with specific functions 
but often operating in isolation from one another. 

Law enforcement agencies have developed specialised databases and tools to track 
stolen cultural property. At national levels, several countries maintain their own spe-
cialised databases. France’s TREIMA II (Thesaurus de Recherche Électronique et 
d’Imagerie en Matière Artistique), managed by the Office Central de lutte contre le trafic 
des Biens Culturels (OCBC)https://www.legifrance.gouv.fr/jorf/article_jo/JORFARTI0 
00001444302, contains detailed records of stolen art and cultural objects within French 
jurisdiction. Similarly, Italy’s Leonardo database, developed and operated by the Cara-
binieri Tutela Patrimonio Culturale (TPC), is complemented by the mobile application 
ITPC to facilitate field identification of stolen Italian artefacts [8]. These national sys-
tems, while sophisticated, often face challenges in sharing data across international 
boundaries, creating potential blind spots in transnational trafficking routes. 

To address these cross-border challenges, INTERPOL’s Works of Art Database was 
established as a centralised international solution that aims to unify information from 
various national databases7 . Based on the Object ID standard [9]—the same framework 
used by many national databases—this system represents one of the most prominent 
international efforts to create interoperability between disparate national systems. The 
database contains records of stolen cultural property reported by member countries, 
enabling law enforcement agencies worldwide to cross-reference suspected items against 
an international registry. This coordinated approach has been further enhanced through 
the development of the mobile application ID-ART, which allows field agents and the 
general public to search for stolen objects through a simplified interface, though with 
limited functionalities compared to the full database8 . 

A second category comprises databases focused on legal frameworks rather than 
specific objects. UNESCO’s Database of National Cultural Heritage Laws (NATLAWS)9 

7 INTERPOL: Stolen Works of Art Database. https://www.interpol.int/en/Crimes/Cultural-her 
itage-crime/Stolen-Works-of-Art-Database. 

8 INTERPOL: ID-ART mobile application. https://www.interpol.int/Crimes/Cultural-heritage-
crime/ID-Art-mobile-app. 

9 UNESCO: Database of National Cultural Heritage Laws. https://www.unesco.org/en/cultna 
tlaws.

https://www.legifrance.gouv.fr/jorf/article_jo/JORFARTI000001444302
https://www.legifrance.gouv.fr/jorf/article_jo/JORFARTI000001444302
https://www.interpol.int/en/Crimes/Cultural-heritage-crime/Stolen-Works-of-Art-Database
https://www.interpol.int/en/Crimes/Cultural-heritage-crime/Stolen-Works-of-Art-Database
https://www.interpol.int/Crimes/Cultural-heritage-crime/ID-Art-mobile-app
https://www.interpol.int/Crimes/Cultural-heritage-crime/ID-Art-mobile-app
https://www.unesco.org/en/cultnatlaws
https://www.unesco.org/en/cultnatlaws
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compiles national legislation relating to cultural heritage protection from Member States 
worldwide. Although invaluable as a reference tool, it functions primarily as a repository 
of legislative documents rather than an operational instrument for enforcement. 

ArThemis10 , developed by the Art-Law Centre at the University of Geneva, provides 
a database of case notes about cultural property disputes settled through various dispute 
resolution methods. While offering important insights into legal precedents, it focuses 
on resolved cases rather than supporting active investigations. 

Both these systems provide essential legal context but remain largely disconnected 
from the operational databases used by law enforcement, creating a gap between legal 
knowledge and practical application in the field. 

A third approach focuses on facilitating collaboration and information sharing among 
stakeholders. The ICOM Observatory on Illicit Traffic in Cultural Goods11 offers a coop-
erative platform designed to gather information and resources from various contributors. 
As previously mentioned, the NETCHER project also contributed to this collabora-
tive approach by developing specific digital tools for knowledge sharing, including a 
social platform and a charter of best practices, creating connections between heritage 
professionals, law enforcement agencies, and technical experts. 

Similarly, UNODC’s SHERLOC (Sharing Electronic Resources and Laws on 
Crime)12 system includes modules on cultural property crimes, but operates largely 
as a knowledge repository rather than an active monitoring tool. 

3 Discussion 

3.1 Interoperability Challenges 

Several standardisation initiatives have attempted to address this critical barrier to effec-
tive information exchange. For instance, Object ID, the international standard developed 
under the auspices of the J. Paul Getty Trust and managed by ICOM, established a min-
imum set of information needed to identify cultural objects, facilitating recovery in 
case of theft. Other initiatives, such as the UNESCO’s thesauri and controlled vocab-
ularies13 , offer additional standardisation frameworks specifically tailored to cultural 
heritage documentation. 

Despite these efforts, implementation remains inconsistent across institutions, cre-
ating a fundamental interoperability gap that directly impacts the effectiveness of the 
tools dedicated to the illicit trafficking combat. Many cultural organizations and muse-
ums continue to use proprietary classification systems or simplified catalogues that lack 
the detailed information necessary for unique identification. Museum documentation

10 University of Geneva, Art-Law Centre: ArThemis - Art and Cultural Heritage Dispute 
Settlement Database. https://plone.unige.ch/art-adr/about-a-propos. 

11 ICOM: International Observatory on Illicit Traffic in Cultural Goods. https://icom.museum/en/ 
heritage-protection/international-observatory-on-illicit-traffic-in-cultural-goods/ 

12 UNODC: SHERLOC - Sharing Electronic Resources and Laws on Crime. https://www.unodc. 
org/icsant/en/sherloc.html. 

13 UNESCO: UNESCO Thesaurus - Hierarchical lists of terms used in subject analysis and 
document retrieval. https://vocabularies.unesco.org/browser/en/about. 

https://plone.unige.ch/art-adr/about-a-propos
https://icom.museum/en/heritage-protection/international-observatory-on-illicit-traffic-in-cultural-goods/
https://icom.museum/en/heritage-protection/international-observatory-on-illicit-traffic-in-cultural-goods/
https://www.unodc.org/icsant/en/sherloc.html
https://www.unodc.org/icsant/en/sherloc.html
https://vocabularies.unesco.org/browser/en/about
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systems, while comprehensive, operate with metadata schemas not fully compatible 
with those of the law enforcement databases. This technical fragmentation mirrors and 
reinforces the institutional silos mentioned earlier. 

The lack in the use of common metadata standards significantly impacts operational 
capabilities in several ways. First, it complicates cross-database and tools searches, mak-
ing it difficult to track objects across systems when they enter illicit markets. Second, 
it hampers authentication processes, as inconsistent documentation creates uncertainty 
about provenance and in general about artifacts information. Third, it limits the poten-
tial of advanced technologies like image recognition and AI-powered matching, which 
rely on consistent, high-quality data to function effectively. This inconsistency creates 
significant barriers to interoperability and hinders the effectiveness of cross-institutional 
cooperation in combating illicit trafficking. 

These standardisation and interoperability challenges represent a fundamental obsta-
cle that any comprehensive solution must address. The ANCHISE project’s integrated 
approach directly responds to these challenges by implementing semantic solutions 
aligned with the FAIR principles (Findable, Accessible, Interoperable, and Reusable) 
[10] to integrate tools and harmonise data across diverse sources. 

3.2 Limitations of Current Approaches 

Current approaches to protecting cultural heritage face other critical limitations: 

1. Limited Real-Time Capabilities: Most existing systems operate on historical data 
rather than providing real-time alerts and monitoring capabilities essential for rapid 
response. 

2. Accessibility Barriers: Many sophisticated tools remain inaccessible to field agents 
and front-line staff who interact directly with potentially trafficked items. 

3. Fragmented Information Landscape: The dispersal of data across multiple plat-
forms with limited interoperability creates significant information gaps. 

4. Technical Sophistication Gap: There exists a notable disparity between advanced 
technological capabilities (AI, machine learning, image recognition) and their prac-
tical implementation in cultural heritage protection. This gap is further widened by 
the insufficient adoption of existing standards such as Object ID, which impedes 
interoperability between systems and undermines the effectiveness of technological 
solutions. 

5. Resource Constraints: Many cultural institutions and even law enforcement agencies 
lack the resources necessary to implement and maintain sophisticated technological 
solutions. This limitation is compounded by restricted access to digital resources 
due to inadequate digitisation efforts, creating additional barriers to comprehensive 
cultural heritage protection. 

These limitations create a clear need for innovative approaches that can integrate 
diverse data sources, leverage advanced technologies in user-friendly interfaces, and cre-
ate a more cohesive ecosystem for cultural heritage protection. The ANCHISE project 
directly addresses these gaps through its suite of complementary tools designed to 
enhance detection, prevention, and investigation capabilities across the entire protection 
ecosystem.
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4 The ANCHISE Toolset 

The ANCHISE Toolset is composed of six different tools aimed at operating at the 
three axes of the illicit traffic combat: prevention, stoppage and discovery. Each of these 
tools develops specific features for the protection of cultural goods subject to looting 
and illicit traffic. From the monitoring of archaeological sites and sensitive areas, to the 
authentication, analysis, matching, data aggregation and retrieval, the developed tools 
will operate under the same ecosystem. The ANCHISE Toolset is composed of the 
following digital and analytical instruments: the Site Monitoring and Protection Tool, 
Kiku-Mon, the Cultural Good Detection and Characterization by Fluorescence Emission 
tool, Arte-Fact©, ART-CH and GUARDIAN – CH. 

4.1 The Site Monitoring and Protection Tool 

The Site Monitoring and Protection tool [11], developed by Iconem14 , is a digital plat-
form designed to enhance the surveillance and protection of archaeological sites. It inte-
grates satellite imagery, archaeological and archival data, with high-resolution 3D scans 
of selected looted sites across Europe. By combining satellite imagery analysis with 3D 
photogrammetry, the system identifies suspected looting patterns and documents them 
spatially and temporally. This helps prioritise protection measures and archaeological 
interventions in the most affected areas. The Monitoring Toolset includes: a satellite 
imagery comparison tool with blending modes for detecting illicit excavations; a high-
definition satellite data facilitator for advanced remote sensing analysis; an interactive 
visualisation platform allowing measurement, annotation, and overlay of georeferenced 
data, integrating archival documents, satellite imagery, and successive 3D scans for com-
parative detection and collaboration; a practical guide for large-scale 3D site digitisation, 
providing methodologies for producing high-quality models suited for volumetric anal-
ysis. This tool enhances continuous and efficient monitoring of sensitive sites, providing 
crucial insights into looting activities and enabling proactive cultural heritage protection. 

4.2 Kiku-Mon 

Kiku-Mon, developed by Fraunhofer15 SIT, is an automated monitoring tool for tracking 
and identifying stolen objects on online marketplaces. KIKu-Mon is developed as a web 
application, built on advanced crawling technologies and deep learning-driven image 
matching. Through a user-friendly web interface, users can easily upload object informa-
tion, manage stolen artifacts, customise monitoring parameters, and submit monitoring 
tasks. Its advanced crawling tools enable automatically collecting items from different 
online sales platforms based on keyword searches and can handle multiple monitoring 
tasks submitted by different clients in parallel. Its image matching tool identifies stolen

14 Iconem is an innovative startup that specialises in the digitisation of endangered cultural heritage 
sites in 3D ( https://iconem.com/). 

15 Fraunhofer - Fraunhofer Gesellschaft zur Forderung der Angewandten Forschung E. V., is an 
organisation of institutes of applied research in Germany, undertaking contract research on 
behalf of industry, the service sector and the government ( https://www.fraunhofer.de/en.html). 

https://iconem.com/
https://www.fraunhofer.de/en.html
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objects by visual comparison, minimising the need for subsequent manual inspections. 
This solution extends the scope of web searches for stolen cultural goods, automating the 
monitoring process and reducing the manual workload while providing a comprehen-
sive solution for tracking and identifying stolen objects, thereby enhancing the recovery 
efforts of law enforcement agencies. 

4.3 The Cultural Good Detection and Characterization by Fluorescence 
Emission Tool 

The Cultural Good Detection and Characterization by Fluorescence Emission tool, 
developed by INOV16 , is a sophisticated fluorescence spectroscopy diagnostic method 
for analysing paper. This method uses a compact and robust spectrometer to provide 
information-rich spectral fluorescence signatures (SFS). It employs a modern technique 
that uses lamp-induced fluorescence to analyse the spectral density of fluorescence emis-
sion, providing a comprehensive analysis of paper documents and supporting more 
accurate authentication. The tool includes machine learning software capable of inter-
preting SFS spectra and providing production dates for paper documents, enhancing 
authentication efficiency and accuracy. Designed to be portable and self-contained, with 
a spectrometer, mini-computer, and battery for power, the system ensures usability in 
various settings, including airports and borders, by non-experts. This tool effectively 
addresses the illicit trafficking of manuscripts and cultural objects by providing a reli-
able method for artefact authentication, enabling law enforcement agencies and cultural 
heritage professionals to identify and authenticate cultural goods with greater confidence. 

4.4 Arte-Fact 

Arte-Fact©, developed by PARCS17 , is an object typology matching AI application that 
enhances existing datasets of looted objects to a digital and AI level. This tool facilitates 
the identification of objects at borders and connects border agents with dedicated experts. 
By extending the data volume and region of the Arte-Fact© application, which has 
already been successful with Libyan and Egyptian collections, the tool provides rapid and 
accurate object identification, reducing investigation time and process. It includes object 
typology matching that provides a facilitated link to dedicated experts, ensuring that the 
right expert is reached for the right typology, reducing response time and preventing 
the saturation of experts with irrelevant inquiries. The user-friendly Arte-Fact© mobile 
application features an intuitive interface supporting quick and efficient identification

16 INOV - Instituto de Engenharia de Sistemas e Computadores Inovação - is one of the largest 
national technological infrastructures in the field of Information and Communication Tech-
nologies (ICT) and Electronics in Portugal. It is a private institute that fosters relations between 
Higher Education Institutions and society and the economy, with a view to increasing their 
competitiveness ( https://www.inov.pt/). 

17 PARCS - Protection Avancée contre le Recel - is a French company supported by Cercle 
K2, a multidisciplinary working group, section Art and Heritage. It offers integrated solutions 
which supplied services under different forms (prevention, recording, insurance and police 
declarations, research, restitution, and analysis) around an Internet application and databases 
( http://www.parcs.solutions/fr/). 

https://www.inov.pt/
http://www.parcs.solutions/fr/
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for field agents in border and police control. The system implements expert-connect 
technology allowing law enforcement agents to quickly consult with specialists, while 
also providing access to regulations on the export of cultural goods from the origin 
country of the suspected object with links to official documents directly in the app. 
This comprehensive solution supports field agents by enabling rapid and accurate object 
identification, allowing them to take swift action against illicit trafficking of cultural 
goods. 

4.5 ART-CH 

ART-CH [12], developed by the Institute of Communication and Computer Systems18 , 
combines anticipation and investigation capabilities focused on identifying criminals’ 
modus operandi, illegal marketplaces, and flows of cultural goods. This tool uses 
advanced algorithms to analyse data and detect patterns and anomalies within the fused 
data, providing deeper insights and intelligence that enhance market analysis and the 
detection of black market patterns on the merchant web. It brings a unique combination 
of anticipation and investigation capabilities that support more effective law enforcement 
efforts, while its data fusion engine focuses on refining fusion algorithms to enhance the 
accuracy and efficiency of data integration, ensuring more robust performance and sup-
porting the analysis of a broader number of data sources. The tool incorporates advanced 
machine learning techniques to automate the detection of patterns and anomalies within 
the fused data, providing deeper insights and further intelligence. By enhancing market 
analysis and the detection of black market patterns on the merchant web, this tool enables 
law enforcement agencies to take proactive measures against illicit trafficking of cultural 
goods, offering a comprehensive solution for the identification and disruption of illegal 
trade networks. 

4.6 GUARDIAN – CH 

GUARDIAN-CH, developed by the Cyprus Institute19 , is a shared database infras-
tructure based on a unique domain ontology (Object ID-based) for combating illicit 
trafficking and on the use of the digital twin concept for artifacts. This tool aims to 
aggregate data from different stakeholders engaged in the fight against illicit trafficking. 
The database structure facilitates the organization, acquisition, and exploitation of data, 
ensuring interoperability and effective data sharing among stakeholders. The database

18 The Institute of Communication and Computer Systems - ICCS, is a Greek non-profit Academic 
Research Body established in 1989 by the Greek Ministry of Education. ICCS aim is to carry 
research and development activities in the fields of all diverse aspects of telecommunications 
and computer systems, as well as their application in a variety of areas ( https://www.iccs.gr/ 
enact/). 

19 The Cyprus Institute - CYI- is a Cypriot non-profit research and educational institution with a 
strong scientific and technological orientation. It is a regional Centre of Excellence, addressing 
issues of regional interest but of global significance, with an emphasis on cross-disciplinary 
research and international collaborations. CYI is being developed as an international science and 
technology organization to strengthen the research community of Cyprus and to help transform 
its economy to a knowledge-based economy ( https://www.cyi.ac.cy/). 

https://www.iccs.gr/enact/
https://www.iccs.gr/enact/
https://www.cyi.ac.cy/
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structure is built on semantic solutions that harmonise data from different sources, ensur-
ing that information is findable, accessible, interoperable, and reusable, aligning with 
the FAIR principles [10]. The implementation of digital twins for artifacts provides a 
comprehensive digital representation of physical objects, enhancing the understanding 
and management of cultural heritage data and supporting more efficient data sharing 
and analysis. GUARDIAN-CH promotes the use of standardised metadata schemas, 
ensuring consistency and facilitating interoperability between different databases. This 
tool significantly improves data sharing among stakeholders engaged in the fight against 
illicit trafficking, harmonising information from different sources and ensuring effec-
tive coordination, which is crucial for unified efforts to combat the illicit trafficking of 
cultural goods. 

As mentioned above, all these tools will work together under the same framework. 
Indeed, the GUARDIAN - CH will not only aggregate data, but will also be the access 
point for and to all the other tools, ensuring an interoperable environment for information 
retrieval and analysis. 

4.7 Deployment of the ANCHISE Toolset 

All ANCHISE tools are currently in active development stages, undergoing rigorous 
field testing through organized demonstrations across diverse operational environments 
including border checkpoints, museums, and archaeological sites within the European 
Union. These field deployments are strategically designed to evaluate tool performance 
under real-world conditions and are conducted by various stakeholders including law 
enforcement agencies, cultural heritage professionals, and archaeologists. The imple-
mentation process faces several challenges, including technical integration complexities 
when connecting heterogeneous systems and data formats, practical deployment dif-
ficulties in varied operational settings, legal and jurisdictional complications arising 
from different national frameworks, authentication accuracy concerns regarding reliable 
identification while minimising false positives, and user adoption barriers. Performance 
evaluation incorporates multiple metrics including detection rates, processing speed, 
and accuracy measurements, with ongoing collection of stakeholder feedback to inform 
continuous improvements. Early demonstrations have revealed promising results in spe-
cific cases where the tools have contributed to successful identification of potentially 
trafficked artifacts. Moreover, they contribute to the further development of features to 
enhance interoperability, especially in terms of data harmonisation and tools integration. 
The complementary nature and the integration under the same umbrella of the six tools 
creates a comprehensive protection ecosystem stronger than any single solution. 

5 Conclusions and Future Work 

The success of the ANCHISE project hinges on several critical factors. Continued 
engagement and support from stakeholders are essential for the sustainability and 
widespread adoption of the developed tools. This includes financial backing, policy 
advocacy, and active participation in the project’s initiatives. Furthermore, the adoption 
of common metadata standards is crucial for ensuring interoperability and effective data
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sharing among different platforms and organizations. This alignment with the FAIR 
principles facilitates collaboration and enhances the overall efficacy of cultural heritage 
protection efforts. Moreover, promoting interoperability between databases and tools 
enables seamless data exchange and integration, which is vital for coordinated efforts 
against illicit trafficking. Overcoming technical and organizational barriers to interoper-
ability will strengthen the collective response to cultural heritage threats. The intercon-
nection of the ANCHISE tools through the shared database constitutes a concrete use 
case of operational interoperability. 

Currently, efforts to improve the interoperability of ANCHISE tools are not only 
taking place at project level, but also with those of AURORA and ENIGMA, the other 
two Horizon Europe Cluster 2 projects, as this subject is presently being discussed 
among the three projects and will soon lead to joint recommendations. Based on the 
lessons learnt from the initial deployments, this work includes addressing identified 
implementation gaps and exploring the potential adoption in different geographical and 
institutional contexts. These collaborative European initiatives represent coordinated 
efforts to address different yet complementary aspects of cultural heritage protection, 
with a particular focus on how these technological advances might influence future policy 
frameworks. Their development offers significant opportunities for methodological and 
technological integration. 

Looking forward, artificial intelligence will undoubtedly emerge as a transformative 
force in the fight against cultural heritage trafficking. However, the advancement of AI 
applications in this domain cannot proceed in isolation from the humanities and social 
sciences. The effective development of intelligent systems requires not only sophisti-
cated algorithms and robust datasets, but also a deep contextual understanding of the 
historical, cultural, and ethical dimensions that only interdisciplinary collaboration can 
provide. Future technological tools will necessarily integrate computational power with 
humanistic perspectives, creating solutions that are both technically sophisticated and 
culturally sensitive. This symbiotic relationship between technology and the humanities 
represents the most promising path forward in developing comprehensive approaches to 
safeguarding our collective cultural heritage. 
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Abstract. HERITALISE mission is to research and develop advanced 
digitisation techniques and solutions for documenting and represent-
ing diverse Cultural Heritage assets, giving a full comprehension of the 
diverse Cultural Heritage features, visible and non-visible. In addition, 
AI-powered tools including Machine Learning (ML) will be developed for 
improved and optimised data post-processing and integration based on 
standard and expanded methodologies. All this will be connected through 
a knowledge graph environment that allows the individual aspects known 
about the CH object to be related and retrievable. As with Wikipedia, 
by following links it will be possible to learn more about a particular 
object, what research has been done, and what results have been derived
from it. HERITALISE will provide the upcoming European Collabora-
tive Cloud for Cultural Heritage with an interoperable web-based Ecosys-
tem, advanced input data from improved digitalisation methodologies
and preservation supporting tools, which will be achieved by meeting
the projects general objectives.
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1 Heritage Buildings and Objects’ Digitisation 
and Visualisation Within the Cloud 

The HERITALISE mission is to research and develop advanced digitisation tech-
niques and solutions for documenting and representing diverse CH assets, giving 
a full comprehension of the diverse CH features, visible and non-visible. In addi-
tion, AI-powered tools including Machine Learning (ML) will be developed for
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improved and optimised data post-processing and integration based on stan-
dard and expanded methodologies. All this will be connected through a knowl-
edge graph environment that allows the individual aspects known about the CH 
object to be related and retrievable. As with Wikipedia, by following links it 
will be possible to learn more about a particular object, what research has been
done, and what results have been derived from it (Fig. 1). 

Fig. 1. Challenges, Goals, Outputs and Impacts for the HERITALISE project.

2 Context 

Cultural Heritage (CH) is a complex ecosystem, involving institutions and actors 
that continuously produce and utilised multifaceted data and knowledge related 
to various types of CH objects. These objects can range from movable assets,
architectural heritage [1], archaeological contexts, and natural environments, 
and may be of different nature and materials, whether tangible or intangible, 
which can be represented in a digital format. Complex and very diverse data 
are required to effectively document, study and support the preservation of such 
artifacts. New potential is enabled by recent technologies for data survey, analysis
and sharing. In addition, data about the CH context and environment are often
critical to complement their proper understanding and protection.

The digital recording of CH is an essential step in understanding and preserv-
ing the values of memory of the past. It creates an accurate digital record for the
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future and provides a means to transmit and communicate the knowledge and 
value of the material objects to society. Therefore, the main goal is to understand 
and appreciate the various values and meanings of the CH object - artistic, his-
torical, scientific, aesthetic, social, and economic. This understanding can only 
be achieved if the individual aspects can be related to each other and are always 
available to users as a knowledge graph that allows traversing from one aspect 
to another seemingly. The creation and maintenance of this knowledge graph 
requires compliance with certain standards and best practices. Both aspects as 
well as the technical realization of the knowledge graph are the focus of HERI-
TALISE. However, there is no internationally accepted framework, methodology 
or standard procedure for specifying the quality of detail, completeness, and 
accuracy in CH digitisation. Documentation projects are typically determined 
on a case-by-case basis using the many available methods and often require 
significant multi- and interdisciplinary cooperation. An object needs to be care-
fully examined, studied, and inspected to define the best available digitisation 
options for 2D/3D data acquisition and processing, visualization, and usage. 
Therefore, the recording of tangible CH requires a thorough understanding of 
the stakeholder requirements, the necessary technical specifications, the exist-
ing environmental conditions, the intended use of the final 3D digital model, 
its metrical accuracy and fidelity to the physical CH. Selection of the optimal 
human resources and digitisation technology are usually related to the size, com-
plexity, material, texture, location, accessibility, Intellectual Property Rights of
the CH artefact. For visible characteristics, nowadays consolidated technologies
exist for 2D/3D digitization, e.g., laser scanning, structured light systems, and
photogrammetry techniques. However, the use of artificial intelligence and other
advanced technologies opens new possibilities. In addition, the heritage sector
demands for the asset digitisation the aggregation of new types of data such
as advanced hyper/multi-spectral and panoramic detection, data uncertainty
local assessment, or detection of non-reachable surfaces by tomography. The use
and improvement of these new techniques for CH still require further research,
and furthermore, the fusion of all this information requires new data pre- and
post-processing software (SW) tools that make use of the latest innovations on
Information and Communication Technologies (ICT).

3 Aims and Objectives of the HERITALISE Project 

HERITALISE will provide the upcoming ECCCH with a interoperable web-
based Ecosystem, advanced input data from improved digitalisation method-
ologies and preservation supporting tools, which will be achieved by meeting 
the following General Objectives (GO) and setting the conditions for a wide-
scale replicability and scalability across European CH institutions/organisations
across European CH institutions/organisations:

GO1: State-of-the-art review of current digitisation standards and methodolo-
gies defining the data requirements for CH tangible and intangible objects’
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digitisation and sharing, identifying the gaps, and defining objectiv es and
protocols for HERITALISE.

GO2: Improve 3D/2D Data acquisition methods and technologies, to increase 
the capability of traditional and well-consolidated one and covering a wide 
array of data typology such as visible/non-visible, a nd large/small scale
characteristics. Development of specific dimensional and calibration pro-
cedures for panoramic acquisition of digitised data.

GO3: Data post-processing methods and technologies will be adopted, including 
new AI-powered digitisation methods and the development of data fusion 
techniques to mix various multi-modal digitisation approaches (multi sen-
sory, multiscale, multi-spectral, external, and internal). CH sector profes-
sionals will benefit of this smoother and faster workflow to be tter curate,
analyse and monitor visible or hidden characteristics of complex assem-
blies. Non-tangible data like temperature, humidity, light, sound, or flow
of visitors, will be integrated.

GO4: Development of methodologies and solutions as Hardware (HW) and/or 
Software (SW) services (3D printing techniques, Monitoring & Analy-
sis/preservation platform -to cope with the phenomena of deterioration 
Geo-HBIM based DTE, VR/AR/XR Game engine) that make use of pre-
viously mentioned CH data (including data modeling) that enable a wide
range of CH organisations to draw upon CH in different ways.

GO5: Development of ECCCH-compliant open interoperability components 
enabling connecting and sharing data and modular services in a dis-
tributed web-based architecture. Such components will streamline the 
upload and sharing of data, including those data resulting from the new
survey and processing methodologies, as structured and documented (with
metadata and paradata) data.

GO6: Increasing the Impact of current and developing digitisation technologies 
of objects and buildings by overcoming the common problems related to 
technology transfer to museums, touring companies, and dissemination 
to individual end users. This includes the implementation of standard-
ized web platforms of digitised assets and virtual touring. In this regard,
HERITALISE brings in 4 different Use Cases as Proof of Concept.

These objectives will be translated into technical objectiv es addressing the
following areas.

To define methodologies and guidelines for user-friendly digitisation and visu-
alization, to enable the adoption of developed tools by the Heritage sector.

To develop new user-friendly tools for CH sector professionals (researchers, 
curators and conservators) to better study 3D assets (like objects or architec-
tural details) and 2D assets (like paintings) by i) adding multiscale data fusion 
where macro detail data (geometry) combines with microscale data (scratches 
and cracks); and ii) adding multispectral data fusion by combining visible and
non-visible spectrum (infrared, UV and X-ray) that also allows to better under-
stand the deterioration processes tackling it through automation under the pre-
cepts of active preventive conservation.
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To address in the CH sector important metrology concepts such as measure-
ment uncertainty, accuracy, completeness, radiometric (colour) calibration, wide
angle lenses panoramic reconstruction, and internal reconstruction of assets with
computer tomography.

Advance the state of the art in 2D/3D post-processing methods using new 
technologies such as Artificial Intelligence and Algorithmic scripting for point-
cloud processing, final d igital asset data cleaning, segmentation and automatic
categorization, to improve efficiency in massive digitisation scenarios.

To apply developed tools to improve the Home museum concept and 
enhanced CH analysis/management opportunities to allow general people access 
world CH for study or recreational purposes, and experts to multiscale enhanced 
data, through Digital Twin Environments (DTE) including Geo-HBIM models,
Augmented and Virtual Reality as well as Game Engine technologies under-
pinned by relevant standard APIs and data encoding standards.

To increase Findability, Accessibility, Interoperability and Reusability 
(FAIR) of the Heritage information and by standardization of components, tools, 
procedures, metadata, visualization, and data structures, to incorporate results
within the European Collaborative Cloud for CH (ECCCH).

To demonstrate developed tools and methodologies by 4 case studies in real 
uncontrolled scenarios, with a focus on the actual needs of the current CH sector 
professionals and users. The four case studies will be, West Highland Museum
and the Timespan Museum in the Highlands of Scotland, Reggia di Venaria
Reale in Torino and Villa Portelli in Malta.

4 Methodological Approach 

HERITALISE will enable new improved management (restoration, documenta-
tion and maintenance, monitoring, tourism, and education) of CH. The project 
will develop improved digitisation of CH (GO2), including visible, nonvisible, 
hidden information and enhanced descriptions (GO3). F.A.I.R. management of 
data following standards, Open exchange protocols and semantic technologies 
will ensure machine-readable, consistent, open a nd secure communication of the
information about CH in an enhanced ecosystem including all the related infor-
mation (environmental, geographical, cultural context) (GO5). Such information
will be effective input to new.

HERITALISE advanced methods and tools for processing and analysis (AI, 
data validation and integration) and use of data (GeoHBIM, Digital Twins, Aug-
mented, Virtual, eXtended Reality, gaming) (GO4). Starting point are require-
ments from representative demo cases (covering diverse kinds of heritage and
different use cases and conditions) (GO1), in which the solutions will be itera-
tively tested in close connection with stakeholders (GO6).

The work methodology, as shown in the following figure, is divided into 
four pillars/GOs: 1) HERITALISE Requirements and Methodology; 2) CH data 
acquisition techniques; 3) CH data processing/post-processing; 4) Services based
on CH data; 5) ECCCH-compliant and interoperable ICT Ecosystem; and 6)
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TRL 5–6 Validations to enable European scale scalability and replication. There-
fore, the first pillar begins with research and definition of a methodology for digi-
tising CH objects (and premises) focusing on HERITALISE Demo Sites and Use 
Cases. Then, in the second pillar, digital technologies are defined and further 
developed to improve CH tangible and non-tangible data. In the third pillar, 
AI-powered SW is developed and customized to enhance the processing and 
post-processing of data acquired whereas pillar 4 aims at developing HW and 
SW services that make use and boost the usability of all this CH data acquired 
and processed/post-processed. In between, Pillar 5 i s responsible for the develop-
ment of the ECCCH-compliant and interoperable ICT Ecosystem enabling FAIR
CH data, paradata, and metadata exchange amongst CH stakeholders in accor-
dance with defined user roles, rights, and data privacy/ethics aspects. Finally,
overall validation is carried out in 4 diverse demo sites in Pillar 6, aiming at
further scalability and replication across European CH institutions (Fig. 2). 

Fig. 2. Four pillars of the HERITALISE methodology.

5 Phases 

The projects work will be organised into six phases.
Phase 1: CH Digitisation requirements and methodology definition: This 

phase aims at the definition of the basic requirements for the development and 
implementation of HERITALISE solutions, technologies and, further the ICT
tool development passing along the data concepts (standards, ontologies), AI
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techniques, ... that will serve later to enable the tools and services deployment. 
This Phase is c orresponding to the Pillars of development 1 and 2.

Phase 2: Digitisation tools’ development and testing at lab scale: This phase, 
along with Phase 3 will represent the core technology research activity of the 
project. CH digitisation tools/components for enhanced data acquisition will be 
developed. All the activities will be carried out by strongly coupling numerical
and experimental development according to an iterative process, benchmarking
the results at each stage of development with the KPIs defined in Phase 1 [2]. 

Phase 3: CH data processing and post-processing: This phase complements 
the previous phase in technology research activities, taking as inputs the data 
sets gathered by the technologies involved in Phase 2. Innovative data processing, 
and post-processing tools will be developed b y implementing latest technologies
powered by Artificial Intelligence and scripting for automation, useful for large
data scenarios. This phase corresponds to Pillar 3 [3]. 

Phase 4: CH data Services development: This phase is key to achieve one 
of the main objectives of HERITALISE: the development of a set of services 
combining the potential of different CH data streams, considering the complexity 
and cost of the solutions. Finally, an integration of the innovative technologies
and ICT techniques and tools in a centralised ICT environment will be carried
out, underpinned by webAPI services, leading to Phase 5 [4]. 

Phase 5: Interoperable ICT architecture: The developed methodologies and 
processing tools within the project, as well as the produced data, will need to 
comply to the Findability Accessibility Interoperability and Reusability (FAIR) 
principles. Thus, a standard-based data structures and vocabularies profile will
be developed, as well as recommendations and components supporting FAIRness
of developed pieces of SW [5]. 

Phase 6: HERITALISE implementation at Real Use Cases and TRL6 vali-
dation, aiming at EU level replication and scalability strategies: This phase rep-
resents the core outcome of HERITALISE development and includes the imple-
mentation of the different solutions researched and developed in previous phases 
in 4 demonstration sites in 3 different countries. This phase will also include
the evaluation of the solutions to define the advancement up to TRL6 overall
(with a different range of TRL depending on the solution/services) after project
ends [6]. 

6 Use Cases and Pillars 

There will be four use cases in the HERITALISE project. These are focussed on 
the West Highland Museum and Timespan Museum in Scotland, the R eggia di
Venaria Reale, in Torino Italy, and the Villa Portelli, Malta [7]. Table 1 describes 
the heritage and goals for each use case. There will be four use cases in the 
HERITALISE proj ect. These are focussed on the West Highland Museum and
Timespan Museum [8] in Scotland, the Reggia di Venaria Reale, in Torino Italy ,
and the Villa Portelli, Malta [7]. Table 1 describes the heritage and goals for each
use case.
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Through this work Heritalise aims to advance the state of the art in the
following areas.

6.1 Digitisation Standards 

CH digitisation is currently a very dynamic field, each CH item requires a careful 
planning of the digitization workflow according to the dimension, materials, mov-
ability, fragility, and degradation state of the item itself. CH digitisation is largely 
unregulated and lacking generally accepted definitions on relevant aspects. The 
combination of range in digitisable artefacts and accelerating pace of relevant 
technological advances makes the definition of standards and general method-
ologies nontrivial. A comprehensive review in the relevant state of the art with 
consideration to the use cases and relevant solutions and technologies with be
used to define the requirements and methodologies which will be used. CT scan
and 3D printing: A combination of artefact specifics, in terms of features, and
technical capabilities in terms resolution will define and dictate the achievable
requirements and methodology that will be applied and used.

Defining requirements and methodologies for the utilization of CT scans and 
3D printing in CH is crucial. It sets the guidelines for data acquisition, process-
ing, and replication, ensuring accuracy and authenticity in preserving cultural 
artifacts. The process involves reviewing the relevant state of the art, close collab-
oration with CH experts and stakeholders to establish the specific data needs, 
formats, and preservation goals. By defining robust methodologies, including 
scanning techniques, material selection, and printing parameters, we ensure that
the digitization process remains faithful to the original artefacts and highlights
hidden or important features. Ultimately, these requirements and methodologies
serve as the foundation for responsible CH preservation, facilitating access and
research while safeguarding our shared history for future generations.

6.2 Digitisation Tools 

Digitisation techniques have gathered during the last years the interest of experts 
in the field of CH. The creation of a 3D model of artefacts, without doubt, brings 
several advantages. Firstly, the possibility of fully documenting an item and 
creating a trustworthy digital replica, which includes data regarding the over all 
aspect, geometry, colour, texture, and morphology of the asset. Secondly, digital 
twins of artefacts can be archived to virtually preserve an artefact and monitor 
its state of preservation over time, in consideration of future degradation or 
non-predictable damage or loss. 3D models can be employed as an active tool 
for the study of an artifact by documenting and monitoring the morphology
and aspect of an item, along with its conservation or during interventions, as
traditionally done with 2D technical imaging, but with the advantage of having
a model that can be virtually manipulated. Moreover, a virtual replica also finds
applications among the public, enabling virtual access to items from all over the
world. Eventually, 3D models can even be employed to create 3D-printed replicas
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Table 1. HERITALISE Use Cases

Demo Site Type of Heritage Use Case G oals

West 
Highland 
Museum [8] 

Cultural 
landscape, 
including 
objects, 
buildings, scenes, 
and intangible
heritage

Digitise highland cultural landscape related to 
Gaelic Intangible heritage. Digitise artefacts, 
building and scenes, ingest in to ECCCH and
implement museum at home, game engine
solution

Timespan Object 
Collections 
(archaeological, 
working tools, 
artwork, 
textiles); 
Vernacular 
Fishing Village 
Arc hitecture;
Archaeological
Landscapes;
Intangible
Heritage

i) Create themed content in ECCCH connected 
with the exploration of visualization; ii) Create 
digital twins of landscapes, buildings, objects, 
and scenes, based on GeoHBIM DTE including 
VR/AR/XR experience; iii) Record and collect 
intangible CH, songs, stories, and poetry, t o tell
stories of climate change and colonialism; iv)
Develop metadata and para data which enables
connections to be established and replicated
within visualisation scenarios

Reggia di 
Ve nana
Reale

Mobile objects 
(statues, 
paintings, 
furniture), 
Architecture, 
Landscap e and
historical
gardens

i) Multiscale and multisensor data integration for 
the digitization of both the outdoor historical 
gardens and the indoor environments with also 
the c ultural objects; ii) 3D data completion and
integration-development of an HBIM [9]  model  
standardized and able to collect monitoring data 
for the planned maintenance and preventive 
conservation plan; iii) Application of tomography 
on artefacts for study, research and touristic
purposes, including CT scan and 3D printing

Villa 
Po rtelli

CH site-Villa 
and Gardens, 
Artefacts, 
intangible
heritage

GeoHBIM digitization based on 
LiDAR/photogrammetry [10] 3D model of the 
villa to be used for documentation purposes, 
before and after restoration and reuse; ii) 
Creating a virtual site that can be explored using 
VR/unreal gaming engine - will also include a 
virtual museum of the site. iii) Creation of digital 
outreach test products related to CH 
interpretation; iv) Create a DT which shows how 
the site looked before the landscape around the 
Villa changed; v) Exploring the digitization of 
cultural intangible CH through collecting 
memories of people who have worked in or 
around the villa itself. The creation of a XR tool
which will allow visitors to explore the site with
the help of an AI powered avatar. The concept of
digital twin will be extended to memory twin,
where the digital twin acts as a gateway to
intangible as well as tangible heritage [11]
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of an artefact that can be exploited to create more inclusive tactile exhibitions 
or for innovative displays.

6.3 Data Processing Supported by AI 

The innovative elements, beyond the state-of-the-art, of the proposed solution 
are: i) Combination of NeRFs, semantic segmentation, decay identification and 
recognition for complete and semantically enriched 3D models; ii) Data fusion 
with the integration of the internal parts of CH (such as statues) with the exter-
nal one, thanks to tomography [12]; iii) Creation of standards and guidelines on 
data acquisition and expected accuracy based on the different types of instru-
ments and sensors used; iv) The introduction of new indicators on the quality 
of the data acquired and processed thanks to the characteristics of the sensor 
and statistical methods. This will allow you to have a new awareness of the
quality of the data; and v) Automatic interpretation, starting from multi-sensor
techniques, of 3D models for the identification and recognition of the types of
degradation.

6.4 Services Development 

Digital Twins are one of the most relevant trends presently found among digital-
ization across all the sectors. In the same way scale models has been used since 
humanity started to use tools, their evolved Digital counterparts could offer 
the same benefits and beyond. From health1 to environment2, Digital Twin-
ning appears as an unstoppable wave although they are often targeting just 
one of the most relevant benefits attached to the Digital Twin Environments: 
to be an effective PLM (Product Lifecycle Management) tool3 focused on CH 
buildings and objects. By avoiding data silos among stakeholders across any 
complex workflow, DTs allow a better decision taking based on comprehensive 
(not necessary complex) and updated information. Moreover, DTs allow another
inherent benefit, the predictive purpose, which is by itself more than enough to
justify the effort of developing Digital Twins of any connected physical object.
Ambition 2 In the case of the CH sector, virtual experiences are being increas-
ingly offered, according to home museum concept, based on digital replicas of
CH buildings/objects and the integration of tools such VR/AR/XR into this
CH DTE [13]. Ambition 3: Consistent integration methodology of multisource 
data will be developed starting from the project use cases requirements. HBIM, 
documenting detailed construction elements, will be used to represent architec-
tures and building behaviours, supporting documentation, operation, and main-
tenance. GIS data, including data coming from integration and conversion from 
the HBIM, will relate each CH object (either tangible or intangible) into its con-
text, enabling holistic and GIS-based queries and analysis, besides an enhanced
Home Museum potential. Additional data (e.g., sensor data, environmental data,
imagery) will be used to enhance the analysis potential and support further use
cases. Linked data and the OGC RAINBOW are key technologies for the seman-
tic integrations.
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6.5 AR/VR Visualisation 

Methods of visualising 3D digitised heritage artifacts can be applied to different 
types of heritage artifacts and can be presented in different use cases. Heritage 
Objects may be pieces of art, artifacts such as vases, monuments, buildings or 
archaeological sites. With improved graphics and processing powers it is now 
increasingly practical to represent landscapes, sea scapes and city scapes. This 
gives us three scales of digital heritage objects; each scale shares many charac-
teristics. We will refer to these scales as artefact, scene and vista. Augmented 
Reality and Virtual Reality c an be thought of as a sliding scale. At the aug-
mented end our interactions with the real world are augmented digitally. At the
Virtual Reality end, we are immersed in “complete” virtual representations. In
cross or X reality we can interact simultaneously with the virtual and augmented
world.

6.6 Digital Twins 

These take a digital representation at any of the artifact, scene and vista scales, 
and supplement it with data which describes the relationship between the digital 
representation and the real world. Digital twin applications themselves can cover 
a wide spectrum from real time control applications through to digital objects 
with descriptions and interactions attached. In the context of tools for E CCCH,
we are interested in developing applications which enable digital twins to be
developed from digital models at each of the scales to be deployed in web, mobile
and museum contexts.

Ambition: Through building on existing applications developed by project 
partners and deploy them within use cases. This will play the basis for design of 
tools for the ECCCH which enable museums to dev elop mobile, web and kiosk
applications of digital twins at the scale of collections of artefacts, digital scenes
and vistas.

6.7 Cultural Heritage Conservation Module 

Engage stakeholders in conservation and preservation to gain insights, perspec-
tives, and support for their preservation purposes. Develop specific, measurable, 
achievable, relevant, and time-bound goals for the proposed CH preventive con-
servation technology. Prioritize actions that need to be taken to achieve the 
identified conservation and preservation goals. Create a m ethod outlining the
actions required to achieve the goals for integrate the CH conservation technol-
ogy/tool of HW/SW into an integrated ITC ecosystem.

Related KPIs: 4 CH sites in three countries that includes different categories 
of CH objects (monuments/artefacts, tangibles/intangibles) and engage a het-
erogeneous group of stakeholders and experts in the field with expertise in a
representative variety of CH typology and historical periods.
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6.8 CT SCAN Based 3D Printing 

From educational institutions to museums, the combination of CT scan data 
processing and 3D printing can become an indispensable tool in unlocking the 
secrets and preserving the beauty of our shared human history. 3D printing has 
become significantly more accessible both by individuals for personal use, and 
in addition to institutions. This work aims to establish the methods by which
the data can be processed and made widely available for reuse, hence realising
the potential of these technologies in CH.

7 Impact 

Cultural Heritage practitioners in Europe, including curators, conservators and 
researchers of CH, use a common set of new innovative tools and methods for 
the digitisation and visualisation of CH objects (3D and enhanced 2D). Our 
collective work will elevate the precision, accuracy, speed and consistency with
which digitisation can take place. HERITALISE will also develop innovative
tools supporting new ways of visualising heritage objects.

The European Collaborative Cloud for CH (ECCCH) provides CH institu-
tions and professionals with enhanced technological and methodological capabil-
ities to study CH objects, to share related data of their visible and non-visible 
properties and characteristics, and to develop new forms of collaboration. Con-
tribution from provide innovative to ols that redefine and extend the way we
engage with CH. Is, we will add value to the way museums can engage with
both their collections and audiences.

By connecting digital objects with Sustainable Development Goals [14]  and  
tasks we will contribute to the role of mu seums in education, economy and
society.

A digital ecosystem open to all stakeholders’ professions and activities will 
enable interaction with each other contributing to a new digital commons 
through extending the ECCCH ecosystem with interoperable tools and using 
open standards we will ensure the tools and outputs of this project extend the 
new digital commons to include the creation of a best use to ol box made up of
the different case studies and plot projects and research from the project - which
can be used by any CH organisation engaged in digitisation and visualisaiton.

Through improving the accuracy and reliability of digitisation, we will make 
it possible for digital twins to be better mirror real world heritage objects. This 
will improve authenticity in application that make use of digital twins, improv-
ing their effectiveness in heritage organisations and in the creative and cultural 
industries. At the same time improvements in ease of use, development of sup-
port infrastructures and development of communities of practice will increase the 
quantity of digital twins. This will in turn boost tourism, the creative industries,
and quality education. As more digital representations of heritage are made
available across Europe this will contribute to the strengthening of European
Identity as well as contributing to the preservation, restoration and promotion
of CH. Through improving the accuracy, consistency of digitised CH we will
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make resources available to museums and to the cultural and creative indus-
tries that will enable engagement with CH resulting in the following impacts: 1) 
Provides the perspective to embrace the green transition by re interpreting the 
relationship between cultural and natural heritage, 2) Sustain social cohesion
by engaging citizens, researchers, and experts within heritage communities. 3)
Protects and transmits tangible cultural assets [15]. 

Contribute to the Green Deal (GD) goals and support an economy that works 
for people: To achieve the EU GD goals, the heritage sector has a huge role 
in monitoring, adaptation, mitigation, and communication, promoting climate 
action to address the climate emergency. Digitisation heritage artifacts creates
a record of the current state of heritage which will be important in monitoring
and tracking climate change.

8 Summary 

The HERITALISE project brings together a consortium of SMEs, Heritage 
organisations and knowledge institutions with the aim of developing and sharing 
tools which take the state of the art for the digitisation and visualisation of her-
itage forward. Contributing to the European Collab orative Cloud for Cultural
Heritage ECCCN HERITALISE will help CH practitioners realise the poten-
tial of emerging technologies for the promotion and preservation of heritage [16] 
(Fig. 3). 

Fig. 3. HERITALISE project project number 101158081, funded from Call HORIZON-
CL2-2023-HERITAG E-ECCCH-01 as an RIA action.
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Abstract. This paper considers best practices for research-based 3D modelling 
in art and architectural history, proposing a refined Florence4D workflow for the 
integration of ‘traditional’ scholarly research with digital visualisation methods 
in a way that is transparent, stable and verifiable. The case study through which 
these issues are explored is the digital reconstruction of the camera terrena of 
Florence’s Palazzo Medici, as it appeared in c.1492. The goal is to revisualise 
and test out hypotheses for the interaction between furniture, architectural space 
and artworks (including Paolo Uccello’s Battle of San Romano panels) in this 
exceptional Renaissance interior during a key moment in its history. 

Keywords: Research-based 3D modelling · research and reconstruction 
workflow · Renaissance art and architecture · Florence4D 

Research-based 3D modelling holds significant potential for art and architectural history, 
allowing objects to be reconnected with their original material and spatial contexts and 
helping the scholar to develop and transmit new hypotheses. However, for these visual-
isations to be of value, the underlying research must be both connected to it and readily 
accessible; after all, an argument without evidence cannot be tested. This article focuses 
on a new early modern Florentine case study to explore best practices for effectively 
communicating this kind of research output within the academic community and beyond 
[20, 35]. By refining the Florence4D workflow, we aim to enhance the integration of 
research with visualisation, ensuring that scholarly interpretations remain transparent 
and verifiable. 

Creating a 3D model operationalises research by integrating advanced digital tech-
nologies with traditional methods like archival study, library research, and site surveys. 
This inherently interpretative process follows an iterative workflow, moving from an 
initial hypothesis to visualisation and back to refinement (Fig. 1). Conceptualising this 
workflow as two intersecting paths that converge in the final output is useful. The upper 
path focuses on reality-based reconstruction, gathering extant evidence through site sur-
veys, which is then processed and optimised to model the current state of the object or 
building. Simultaneously, the lower path draws upon historical and secondary sources to
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hypothesise prior states. The final step merges these two strands, structuring the under-
lying data and ensuring that both the model and its evidentiary basis remain accessible 
and interconnected. 

This visualisation project – which is ongoing – takes as its case study the camera 
terrena of the Palazzo Medici as it appeared around 1492. The research is a collabo-
ration between Anna McGee, who focuses on traditional art-historical data, and Luca 
Brunke, who is developing the 3D model. Their combined efforts can ensure the model 
was grounded in rigorous research, integrating both reality-based data and historical 
interpretation. This case study also highlights the need for a multidisciplinary approach 
in research-based 3D modelling, where success depends on synthesising diverse skills 
and information to create a model that visualises historical hypotheses while remaining 
firmly connected to its source data. 
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Fig. 1. Diagram of Florence4D’s hybrid research-based 3D modelling process, combining reality-
and interpretation-based reconstruction workflows, and adapted to reflect the wrap-around 
workflow of the camera terrena case study. 

1 An Archetypal Space in the 15th-Century Florentine Palazzo 

The ground-floor rooms of privately owned palazzi were becoming increasingly impor-
tant parts of the home in the 15th century [25, 33, 34]. A new room type developed as 
the focal point for activity in this newly prominent ground floor: a luxurious camera 
terrena for the head of the household.1 The Palazzo Medici camera terrena,  a  large  
space at 10 by 7.5 m, was accessible from both the cortile and the palace garden, and 
was adjoined by a stufa (heater or heated space) and the manservants’ sleeping quarters, 
from which it could be serviced. The head of the Medici household would probably have 
hosted in the camera terrena their most esteemed guests and allies, as well as some of 
the many petitioners who visited daily in the hope of an audience [10, 18, 19, 28]. The 
paterfamilias was also likely to have slept there on occasion [1, 22]. 

An inventory of the contents of Palazzo Medici taken in 1492 reveals that its camera 
terrena was filled with luxurious furniture and artworks, showcasing Medici wealth and

1 A more in-depth analysis of the camera terrena in 15th-century Florentine palazzi forms part 
of Anna McGee’s forthcoming doctoral thesis. 
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refinement in this bustling part of the home.2 Some of the paintings the inventory records 
in this space can be identified as still-extant masterpieces: the three panels depicting the 
Battle of San Romano by Paolo Uccello, now separated between London’s National 
Gallery (NG583), the Uffizi (1890 n. 479) and the Louvre (MI 469) [MAP, ASF, 165, 
fol. 6r, see 5, 30, 31]; Piero del Pollaiuolo’s portrait of Galeazzo Maria Sforza, which 
has also made its way into the Uffizi’s collection (1890, n. 1492) [MAP, ASF, 165, fol. 
6r, see 30, 31]; and the large tondo depicting the Adoration of the Magi, by Fra Angelico 
and Filippo Lippi, today in Washington’s National Gallery of Art (1952.2.2.) [Ibid.]. 
In addition, there were three other large panels, depicting “battles and [of?] lions and 
dragons”, the “story of Paris”, and “a hunt”, along with a portrait of the Duke of Urbino 
and two smaller images of saints [Ibid., 14]. In terms of furnishings, the inventory lists 
a canopied bed on a plinth, intarsiated spalliera panelling, a lettuccio (padded bench) 
with built-in cupboards, and a table and chairs [Ibid.]. Of course, the 1492 inventory 
captures only a snapshot of the camera terrena at the moment in which it was taken, yet 
it still provides invaluable material for visualisation. 

The structure of the Palazzo Medici camera terrena survives largely intact nearly 
600 years after its construction, retaining its original dimensions, vaulting, and corbels, 
though door and window dimensions and placements have changed. Seventeenth-century 
floorplans identify it as the large room in the palace’s northeast corner, now the Palazzo 
Medici Riccardi museum’s ticket office [4]. This room is therefore an ideal test case 
for digital reconstruction within the Florence4D project: not only do its rich political, 
social, and artistic history makes it a compelling subject, its surviving structure, detailed 
inventory and extant artworks make producing a 3D model actually feasible. 

2 Visualising the Camera Terrena 

The 1492 inventory provides detailed descriptions of the objects found in the room, 
often including references to their dimensions, their component parts and the materials 
used. However, attempting a visual reconstruction of the camera terrena reveals just how 
much the written word does not specify, just how many assumptions and interpretative 
decisions are necessary to conjure fully the putative appearance of the furnished room in 
1492. In particular, the inventory entries make only one or two references to the location 
of objects within the space – and these are relative to other objects, rather than absolute. 

Two visualisation attempts of this room have previously been made by scholars. The 
first, by Anna Maria Amonaci and Andrea Baldinotti in 1992, consists of two simple 
reconstructive line drawings, broadly outlining the positions of the largest artworks and 
key furnishings [2]. These were not stand-alone images but relied on an accompany-
ing essay to highlight uncertainties and justify interpretative choices. Then, in 2004, 
Gabriele Morolli led a team to produce a digital model of the room, building on the ear-
lier research.3 However, this detailed simulation presents an illusion of completeness,

2 “L’inventario dei beni e delle masserizie esistenti nel palazzo di via Larga”, 1492 (1512 copy), 
Archivio Mediceo avanti il Principato (MAP), Archivio di Stato di Firenze (ASF), filza 165. 
For transcription, see [ 30] and for English translation, see [31]. 

3 The digital reconstruction, executed for Morolli by the Florence-based modelling and videog-
raphy company 3dSign, was first made public in February 2004 as part of an installation called 
the “Laboratorio di Lorenzo” at the Palazzo Medici Riccardi museum. 
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smoothing over omissions and blending fact with assumption – everything seems in its 
proper place. Moreover, unlike the earlier reconstruction, this version lacks scholarly 
commentary that could indicate degrees of certainty, cite evidence for the appearance or 
placement of a particular feature, or admit to areas of creative licence. 

The model we are developing with Florence4D builds on these earlier projects, 
aiming to integrate the sort of discursive reconstruction made possible in 1992 by the 
inclusion of written commentary with the opportunities for visualisation provided by 
current digital technologies. Crucially, though, and unlike these precursors, our model 
is primarily intended as an analytical tool, a virtual space for testing out reconstructive 
hypotheses. Unknowns and uncertainties should no longer be seen as hindrances to the 
development of a complete model [7]. Rather, they can generate new research questions, 
not only about the case-study objects but also more widely, about the interrelationship 
between furniture and paintings, and the spatial dynamics of domestic interiors. 

The following section discusses the modelling work in progress for this case study. 
As the project is ongoing, this discussion relates to process and experimentation rather 
than seeking to showcase definitive technical procedure or draw specific art-historical 
conclusions. We will focus here on the reconstruction of the east wall, which comprised 
the vaulting and corbels, a door leading to the manservants’ quarters, the spalliera 
panelling and three large paintings. Of these elements, some have survived to this day, 
some have been modified and some have disappeared entirely and are known only 
through documentary evidence. Therefore, here we are combining reality-based and 
interpretation-based reconstructions, and, in so doing, working to refine the Florence4D 
workflow. 

3 The Modelling Process 

Reality-based reconstruction begins with the building in its current state. For the surviv-
ing architectural structure of the camera terrena, spatial data is obtained through LiDAR 
scanning, which produces a scaled point cloud of the room.4 This must be reduced and 
converted into a polygon mesh, then optimised via retopology using Cloud Compare 
and Blender. Retopology regularises the model by removing extraneous details, making 
it easier to work with. A key step is removing modern ticket office furnishings. Man-
ual retopology closes gaps left behind by extrapolating from the existing mesh. Some 
elements, such as the original doorway on the east wall, must be preserved as separate 
objects. While optimisation slightly alters the scan, the process is documented, with both 
raw and refined versions archived. The final base mesh provides a clean architectural 
shell for further reconstruction. 

For smaller details, photogrammetry is more effective. This method captures both 
geometry and texture, useful for elements like the pietra serena corbels supporting 
the vaulting along the east wall. Two full and two partial corbels are photographed 
from multiple angles using a DSLR camera, then processed into 3D models. These 
can be optimised using decimation, remeshing, and baking. However, due to their high

4 The Leica BLK360 laser scanner was used, with additional reference photographs taken with 
the CANON EOS 5D Mark III camera. 
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placement and obstruction, photogrammetric results vary, with gaps in the upward-facing 
surfaces. 

Scanning, meshing, and photogrammetry generate large amounts of data, requiring 
suitable repositories for storage and management [24]. It is useful to have one repository 
for the active development of 3D models and datasets, and a separate repository that can 
hold and distribute the finalised data. The former mimics a local file system, where each 
workflow step is a separate project, while also providing version control, remote access, 
and collaboration features. It stores raw project data and intermediate processing steps, 
allowing future adjustments. The latter repository will facilitate the citation of different 
states, persistence and identifiers upon distribution.5 

In order to proceed to a research-based reconstruction, analogue data, primarily 
gleaned from the 1492 inventory, needs to be modelled and integrated into this born-
digital version of the camera terrena. The challenge is that even the most detailed written 
description cannot directly translate into a visual object, yet Blender (or any other 3D 
modelling software) requires precise instructions to generate a model. Researchers must 
therefore start by dissecting the inventory and other sources to create fully dimensioned 
templates of the objects, making clearly documented interpretative assumptions where 
necessary. 

The spalliera panelling is described in particular detail in the inventory: some four-
teen metres long, made of cypress wood and walnut intarsia, with built-in cupboards, two 
parts cut out to accommodate the room’s doorways behind, and a nearly eight-metre-long 
cassa incorporated into the front [MAP, ASF, 165, fol. 6r, see 30, 31]. Though it has not 
survived – nor have any 15th-century spalliere of its kind – we can look to contemporary 
paintings of domestic interiors for a general sense of the furnishing we aim to replicate.6 

We can then sketch a visualisation and input data into Blender. The spalliera (13.92 
m, 24 braccia) can be arranged along the camera terrena’s east wall (10.1 m), with 
the remainder covering part of the north wall. Its surface can be divided into modules, 
with cutouts positioned over the doors. The cassa (8.75 m, 15 braccia) fits below the 
east wall panelling, between the door and the south wall. For 2D characteristics such as 
wood tone and intarsia, the model can either incorporate a placeholder texture or remain 
a generic block colour, prioritising either the verisimilar yet misleading or the honest yet 
unconvincing. Dimensions not specified in the inventory – such as depth, cassa height, 
and others – require educated guesses based on research, with given and speculative 
values distinguished in the sketch. 

The spalliera’s overall height is its most crucial unknown, as it affects the positioning 
of paintings above it. Following deductions by Amonaci and Baldinotti, we might assume

5 We are currently researching and implementing different repositories that are self-hosted, to 
give ourselves more control over their configuration and the data we store in them. Rather than 
having to develop a bespoke solution, it would be preferable for the data repository to already 
exist and be well established. In general, a dedicated data repository would give our finalised 
digital data better structure and maintainability in both the short and long term. 

6 Often cited is the panelling depicted Domenico Ghirlandaio’s The Birth of the Virgin fresco 
(c.1485–90) in the church of Santa Maria Novella. Extant wooden furnishings with a different 
function from the spalliera, but of the same period, are further sources worth consulting (e.g. 
the choir stalls for the Palazzo Medici chapel) [ 29, 32]. 
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it was at least as high as the door apertures behind it (1.98m) [2]. Since the panelling left 
for the doors was just 1.89m high, the spalliera likely stood on a low platform, raising it 
by 9cm. Additionally, given the 20cm-wide door surround on the east wall, a cornice of 
similar width likely sat atop the spalliera, aligning it horizontally with the architectural 
elements. We can therefore estimate the spalliera’s height at 2.2m. 

To arrange the three paintings above the spalliera on the east wall, we start with three 
assumptions: (1) of the six paintings listed above the spalliera and lettuccio,  the  three  
San Romano panels by Uccello ran along the east wall; (2) they survive today as the 
versions in London, Florence, and Paris; and (3) they were arranged left to right in that 
sequence. These assumptions are widely accepted in scholarship [15]. The paintings 
themselves can be reconstructed with high accuracy, using high-resolution images to 
texture 3D models.7 The paintings’ exact positioning, however, remains unknown, as 
does their relationship with the spalliera, the wall, vaulting, and corbels. The inventory 
states that each painting was 200cm (3½ braccia) high, but their current height is 182 
cm. Since there is no evidence they were cut down after 1492, the missing 18cm likely 
accounts for their gold frames, making them 9 cm wide. This means the combined height 
of the spalliera and paintings would have been approximately 4.2 m. 

Fig. 2. Preview of the Florence4D digital model of the camera terrena east wall (unfinished). 

Using these annotated sketches, interpretation-based data on the spalliera and paint-
ings can be integrated into the reality-based reconstruction (Fig. 2). In Blender, 3D 
objects are built with Geometry Nodes, a parametric modelling system that allows iter-
ative construction. A one-metre section of the spalliera can be replicated along the 
east wall, streamlining the process while enabling easy updates or modifications. This 
approach facilitates multiple versions during prototyping and future revisions. A model 
created in this way enhances precision in reconstructing the east wall, revealing spatial

7 At this stage, we are using San Romano painting images from collection websites. These vary 
in resolution and lack details on capture, processing, orthorectification, and do not provide the 
raw data needed for colour adjustments. Image permissions for published models would need 
to be addressed. 
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constraints for the San Romano panels. The corbels, at 3.8 m high, sit below the calcu-
lated painting height of 4.2 m. Additionally, if the frames are correctly estimated, the 
gap between corbels at that level is too narrow for the panels. This suggests an overlap 
between paintings and corbels. Volker Gebhardt noted this issue but dismissed it, stating 
that the corbels would not have significantly obstructed the panels [13, 17]. However, our 
visualisation makes this conflict explicit, showing that three-dimensional elements can-
not simply be ignored. Next, we will assess how digital reconstruction can help explore 
solutions for this apparent incompatibility. 

Having gathered all our data in digital form, we can now create an interrogable 
digital model. Research-based 3D models can be stored similarly to reality-based models, 
but the data informing them should be kept separately in a dedicated repository for 
structured and textual information. For this purpose, the Florence4D project has used 
the web-publishing platform Omeka S [12]. This approach allows for more complex 
relationships between objects and their data, avoiding the limitations of embedding 
research data directly within the 3D model, which often only supports simple key-value 
pairs. Keeping data in a separate, centralised database simplifies updates and reduces 
the risk of 3D models circulating with outdated research information. 

To ensure that unstructured information from inventory and art-historical research 
conclusions is stored flexibly and is machine-readable, it must be converted into struc-
tured data. As a preliminary step, all items in the inventory are dissected in a spread-
sheet, assigning each a Persistent Identifier (PID) and providing separate entries for their 
constituent parts, historical figures involved in their creation, evidence regarding their 
appearance, and any art-historical commentary. This semi-structured information can 
then be transformed into a fully structured language using the CiDOC CRM ontology 
[6, 21]. The CiDOC CRM’s formal vocabulary helps conceptualise this knowledge by 
establishing networks of relationships. Each real object connects to coded information 
about its creation and appearance, linking it to its 3D counterpart, an information object 
with its own network and computational workflow. This system enhances data interoper-
ability across different projects and ensures its longevity. The CiDOC CRM schema can 
be imported and implemented within Omeka S. A key development in the Florence4D 
workflow will see the repository containing not just art-historical data but also details 
about the technical infrastructure, including the contents and locations of other digital 
files related to an object. 

We are currently exploring user-friendly navigation between the 3D visualisation 
and these associated sources and explanations (Fig. 3). In previous iterations of the 
Florence4D workflow, the case-study model was imported into a 3D web viewer linked 
to the research repository, allowing users to click on modelled objects and view brief 
descriptions along with links to the corresponding Omeka S item pages. This method 
effectively connects research data to the 3D model, but lacks sufficient integration for 
users to interrogate and manipulate the data within the same application as the model 
itself. A promising prototype in development employs a self-developed Blender add-
on to download and link research data, exposing specific values to Blender’s internal 
components. This allows users to perform conditional operations or modify data as 
needed [11]. The advantage of this system lies in its integration with existing software 
within our workflow, leveraging Blender’s native features instead of requiring users
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Fig. 3. Shader setup up in Blender that overlays a colour driven by data from the Omeka S 
repository. The data is received by a custom add-on and made available for any operation within 
Blender (here, green signifies high certainty/existence, red signifies low certainty/non-existence). 

to implement every function from scratch. Our goal is to simplify the recreation and 
adaptation process by enabling users to access and input documentation directly in 
Blender’s interface, without having to log into the database’s web interface and enter the 
data manually. 

We are also investigating how Blender can visualise uncertainty and experiment with 
different object arrangements in the space. In addition to written notes on evidence quality 
now accessible in Blender, we can encode and communicate the degree of certainty 
within the model using conditional rendering [16]. Within the remote data repository, 
we assign values to specific object features, and in Blender, prepare shader instructions 
that overlay colours based on these values from Omeka S. For instance, colour overlays 
might indicate which structures are reality-based versus those based on interpretation. 
Using the same value assignment system, we can set up instructions in Blender to include 
or exclude certain camera features. Users can encode factors beyond uncertainty, such 
as artist, conservation status, or current location. Because all data resides in a structured 
database, users can alter the type of data controlling the colour, provided the correct 
value mapping instructions are stored in the shader. 

The user does not have to stop at highlighting uncertain features; they can also test 
out alternative hypotheses by manipulating these features in the model. This can be 
achieved through parametric modelling. For uncertain objects or parts, an input field in 
Blender allows users to enter different values within set parameters (e.g. maximum and 
minimum heights of artwork on a wall). This capability is valuable for scholars seeking 
feasible arrangements for the San Romano panels or illustrating specific theories to their 
audience. Several other factors are fixed based on their evidence strength, such as the 
required location of the San Romano panels on the east wall, above the spalliera,  in  a  
specified sequence with defined dimensions [3, 23]. If a scholar wishes to reduce the 
height of the spalliera, mindful of potential obstruction, parametric modelling adjusts it 
proportionally rather than simply stretching it. Alternatively, scholars might experiment
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with frame structures or test theories, such as the suggestion that panels were angled 
forward to avoid corbels, allowing for modelling and measurement of that angle. 

4 Conclusions 

While the camera terrena model remains a work in progress, it demonstrates how and 
why researchers should develop shared methodologies and approaches that operate 
across the fields of art history and digital humanities, rather than separately, in dis-
tinct ‘silos’. A research-based model requires input from a diverse range of sources and 
skillsets, and needs to be developed iteratively and with shared objectives. To ensure that 
the final outputs from such collaborations are valuable research resources, the model and 
the data from which it derives must be made accessible, though challenges remain regard-
ing the technical standards to be applied to the storage, availability and reusability of 
such data. 

Defining and refining how 3D modelling can operate as a robust research envi-
ronment, with data that is independent from and outlasts any particular visualisation 
produced from it, is important if models are to offer an enduring contribution to art-
historical practices. Stable outputs based on machine readable datasets will ensure that 
3D models can be properly cited, and, just as crucially, be subject to commentary and 
future revision within the field. At the same time, we should not lose sight of the value 
of visualisations as a means of communicating research, to the peer community as well 
as to wider audiences. 
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Abstract. The paper aims to discuss three main questions that are related to the 
successful implementation of digitisation actions in the cultural heritage sector, 
namely: competence, quality and infrastructure. The three questions are strictly 
interrelated, but equally urging to enable a factual response of the cultural heritage 
sector to the 2021 Recommendation of the European Commission about promot-
ing and accelerating the digitisation of cultural heritage. The objectives of the 
Recommendation are very ambitious – “to digitise by 2030 all monuments and 
sites that are at risk of degradation and half of those highly frequented by tourists” 
–. To be ready to cope with these objectives it is necessary to accelerate the pace 
of digitisation, which is challenging, in particular, for the case of 3D digitisation. 

3D digitisation is a very complex task that requires competences that must 
be shared with the European cultural heritage institutions, with a special attention 
to the small ones. Furthermore, standards, methods, tools must be promoted, to 
guarantee high quality digitisation, to avoid that investments are wasted in low 
quality or perishable collections that are outdated and unusable in few years. 

Finally, a robust digital infrastructure is needed to secure that contents pro-
duced by European institutions remain in Europe. The infrastructure should cover 
the whole digitisation process being accessible from the stakeholders that provide 
contents until the users that take advantage of these contents. 

The EUreka3D initiative, started with co-funded project EUreka3D (2023– 
2024) and continuing with EUreka3D-XR (2025–2026) provides answers to these 
questions and contributes to the current digital transformation of the CH domain 
with a range of competences, resources, tools and services that are immediately 
available for use and tested in real-life environments. Future work may consider 
to further improve capacity in 3D cultural heritage across Europe, developing a 
common language to enable the collaboration among multiple disciplines, enhanc-
ing the understanding of media transformation, acknowledging the role of artis-
tic reflection and human creative process, networking, establishing cooperation 
agreements and adopting bottom-up approaches. 
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1 Introduction 

The EUreka3D project [1] began on 1 January 2023 as a data space supporting project 
funded by the European Commission’s Digital Europe Programme. It is now followed by 
its continuation project named EUreka3D-XR, started in February 2025. Both projects 
aim to support the digital transformation of the cultural heritage sector, with a specific 
focus on 3D digitisation and management, and XR scenarios development for compelling 
narrative and reuse of cultural assets in digital format. This work is in line with the recent 
EC Recommendation 2021/1970 of 10 November 2021 on a common European data 
space for cultural heritage [2], that demands Member States and cultural institutions 
make an urgent effort to digitise heritage in 3D and to make it available online for 
reuse. However, cultural heritage institutions face various challenges concerning the 
creation, storage, visualisation and preservation of 3D models of cultural heritage, which 
are significantly more complex than 2D collections, and with their use and reuse for 
the benefit of different stakeholders communities such as collections and sites visitors, 
educators, researchers, conservators and other stakeholders in neighbour sectors like 
tourism and creative industry. 

In this light, the EUreka3D initiative addresses the growing need of enabling the 
digital transformation of the Cultural Heritage sector, offering competences, resources 
and tools to support big and small institutions to take the challenge and succeed. 

The digital transformation comes from a decades-long process of basing museum 
(and also in general Galleries, Libraries, Archives and Museums-GLAMs) operations on 
solid information-sharing infrastructures, forcing an overall rethinking of the underlying 
work processes and business models. However, not all institutions have achieved the same 
level of maturity towards the new digital environment they need to embrace, and despite 
the Covid19 crisis, which acted as an accelerator of the process for nearly everyone in 
the sector, much work still needs to be done, especially for smaller Cultural Heritage 
Institutions (CHIs). Museums, galleries, libraries, archives and archaeological sites need 
to review and modernise, if not to create from scratch, their internal processes from digital 
capture to end-user access and re-use. They need to re-train their personnel to cope 
with the new digital responsibilities and roles; to review their infrastructure capacity, in 
particular with regard to the ability to process 3D contents and reuse them; to generate 
a novel holistic documentation of the digital objects. 

The vision of a common European data space for cultural heritage as a participatory 
playfield for all the actors involved (cultural institutions, technology partners, multi-
disciplinary experts, creative industry, scientific researchers, end-users) moves in this 
direction, and requires CHIs of any size to enter the challenge of advanced digitisation 
(especially 3D digitisation in high-quality), holistic representation of CH information 
and re-use approaches. The existing services of the Europeana platform, as core part 
of the common European data space for cultural heritage, are a good starting point to 
support sharing and re-use, but integration with more advanced, powerful and secure ser-
vices is needed to meet the demands of small institutions, as well as modern workflows 
and increased digital capacity on the part of CHIs. 

From a technical viewpoint, CHIs need to move away from former ICT genera-
tions that focused on Web presence, specialised catalogue databases, isolated digiti-
sation processes and virtual exhibitions, to a comprehensive, integrated, cloud-based
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IT infrastructure that extends beyond the boundaries of individual centres and focuses 
on network services and interoperability within the common European data space for 
cultural heritage, crossing also with other Data Spaces that are under construction and 
evolution. 

In this sense, the EUreka3D initiative consists in a centre of competence that CHIs of 
any size can refer to, which aims at improving the digital capacity of the cultural sector 
by enriching the offer of services available on the data space, such as access to high 
quality and high value datasets, cloud services, technical know-how references, tools 
for sharing and reusing collections in XR scenarios, consultancy and other knowledge 
sharing services, to support digitisation, preservation and online access to digital cultural 
heritage assets. 

2 Authenticity, Metadata and Paradata 

Since the dawn of a scientific approach to the digitisation of heritage artefacts, clear 
challenges emerged in capturing and storing authentic digital representations of physical 
objects. In this context, a digital media asset is considered authentic if it represents a 
true representation of the original artefact and is unaltered since its inception. Artworks, 
for example, can vary widely in appearance when digitised under different conditions. 
Differences in lighting, camera equipment, and even subtle environmental factors like 
temperature can all affect the outcome. These inconsistencies make it difficult to assess 
artefacts scientifically and to compare digital reproductions over time. These problems 
become apparent when searching the web for iconic artworks such as Leonardo da 
Vinci’s Mona Lisa or Pieter Bruegel’s Tower of Babel. Discrepancies in colour, contrast, 
and even proportions can complicate the viewer’s understanding of the original piece. 
Copies and parodies are not always easy to identify. 

Authenticity of the digital representations of physical objects becomes even more 
relevant in the 3D digitisation process. 

The EUreka3D project aimed to address these concerns by promoting the consis-
tent capture and preservation of what is known as ‘paradata’—detailed information 
describing the conditions and settings of each digitisation event. This paradata includes 
information about the camera settings, lighting setup, environmental conditions and the 
specific equipment used. Capturing these details ensures that digital representations are 
more reliable and comparable over time. Recording this information allows historians, 
scientists and the public to trace a digital record back to its source conditions. In the 
EUreka3D framework, preserving paradata alongside digital images is crucial for ensur-
ing any future analysis of these digital records while accounting for variations resulting 
from variations in the capture conditions. While no unique standards and recording 
methods still exist in the cultural heritage sector, the importance of recording paradata 
to support scientific-based digitisation of heritage collections is becoming recognised in 
the CH sector. Such recognition is driving EU-wide initiatives like Europeana and the 
common European data space for cultural heritage to improving and extending metadata 
models, namely the EDM Europeana Data Model in specific [3], to accommodate such 
information for users to access it. Improved metadata models will contribute to enrich-
ing the ways in which users can assess the opportunities and possibilities of reuse for
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the digital reproductions for educational, scientific and other kinds of purposes, such as 
cultural tourism. 

Therefore, the design of the EUreka3D platform is not limited to providing a tech-
nically capable infrastructure but also has to address the challenges of the management 
of these three categories of assets: the data (3D models, raw data, audiovisual content, 
etc.), the metadata (information about the models) and the paradata (information about 
the digitisation process). 3D metadata information has been studied for a long time, 
and many of the challenges involved have been minimised with the help of the EDM 
Europeana Data Model [7], which provides a common framework for the understanding 
of systems that exchange CH metadata. However, the situation is not so favourable as 
far as the paradata are concerned. Paradata information processing is a necessary yet 
not widespread practice amongst 3D content providers and is not currently addressed by 
EDM. Delivering the paradata information associated with 3D data provides key insights 
into how the digitisation process was carried out to obtain the data. Although there are 
different initiatives and efforts focused on the description of paradata, CH lacks a formal 
data model to express them, and this is one of the future enhancements planned for the 
Europeana Data Model. 

This data-rich approach is especially important as digital reproductions increasingly 
serve as proxies for physical access to artefacts. By preserving paradata, EUreka3D 
aimed to bridge the gap between static digital captures and the dynamic, evolving real-
ity of historical objects. For instance, through the accurate capture of paradata, one 
could theoretically track changes across multiple digitised versions of the same artefact, 
recognising alterations due to environmental factors, restoration efforts, or technological 
advances. Additionally, the growing role of artificial intelligence (AI) in digital media, 
both as a tool for enhancing images and as a source of potential manipulation, is an impor-
tant factor in this discussion. AI driven tools are available to improve visual quality, for 
example by denoising, colorising or increasing the image resolution. However, such 
tools can introduce new information not present in the original work. While these devel-
opments provide valuable new possibilities, they further blur the line between authentic 
representations and digital alterations. The fact that those tools become more widely 
accessible poses challenges for distinguishing real artefacts from manipulated versions. 
AI-based detection methods are commonly used to identify generated and manipulated 
content. While such methods have lately become impressively accurate, the problem 
becomes an adversarial battle between AI tools. As detection tools improve, so do the 
methods used to create the content, leading to an ongoing game of ‘cat and mouse’. 
As a sector, CHIs should work towards a future where provenance of digital media is 
precisely documented, starting from the creation of the media and continuing over the 
entire lifecycle. 

To further safeguard the authenticity of digital heritage, paradata and metadata need 
to be securely linked to the media content by adopting cryptographic methods. To make 
this vision for the future a reality, interoperability and standardisation will be imperative. 
The JPEG Trust standard (ISO/IEC 21617) [4] aims to create a standardised framework 
for embedding and securing provenance data in digital media files. This initiative seeks 
to align efforts across organisations and technologies, allowing institutions worldwide 
to share and verify authentic cultural records more effectively.
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EUreka3D exemplifies this proactive approach via the detailed documentation of 
paradata, and a programme of learning and capacity building events and resources that 
support CH professionals in innovating and improving their internal workflows in her-
itage documentation and sharing. EUreka3D’s emphasis on both paradata and metadata 
as fundamental elements of digital preservation points toward a more transparent dig-
ital future, where provenance data ensures that cultural heritage remains reliable and 
accessible for generations to come. 

3 Standards, Methods and Tools for 3D Cultural Heritage 

Given the current efforts in the cultural sector towards 3D digitisation of heritage objects, 
sites and monuments, CHIs of any size and capacity are facing various challenges:

• first, to generate high quality digitisation data, that represent faithfully and accurately 
the Cultural Heritage Object (CHO) in question

• once the data file is created, to store safely such data in a way that various levels 
of access and editing rights are granted to CHI’s staff members and possible partner 
organisations

• once the 3D models are created from raw data, to visualise them in the web, so that 
user communities can view the model via their own devices on the internet

• to accompany the 3D models with accurate metadata that describe the heritage object, 
and with in-depth information about the digitisation process that generated the 3D 
model, to converge in a paradata report

• to enable access and reuse of raw data and 3D models with their accompanying 
documentation, for user communities to use and reuse the content in different domains 
such as heritage research, education, cultural tourism and possible others

• to reuse such 3D and other digital contents to create new compelling narrative address-
ing visitors of the collections online and onsite, also creating XR experiences that 
engage users

• if wanted, to associate a Persistent Identifier (PID) to the objects published as public 
data collections, for granting digital preservation of such online content

• if wanted, to contribute the 3D collections in the common European data space for 
cultural heritage, via the publication in the Europeana Portal. 

All these challenges are currently addressed by CHIs in an often disorganised manner, 
relying on in-house or outsourced services by different service providers, thus often 
resulting in duplication of efforts, redundancies and complex workflow management 
and orchestration. As a side, but not irrelevant point, cloud providers who also offer a 
3D viewer are often private companies, often set outside Europe (one example is the 
Sketchfab service), which raises concerns about safe data management and storage. 

The absence of an EU based, non for profit, federated and integrated solution for 
these challenges has created an evident need in the cultural heritage sector. 

Additionally, there are many challenges associated with the ingestion, processing, 
aggregation and delivery of 3D content. These challenges stem from the nature of 3D 
content, current hardware limitations and the quality target, all elements set by the 
VIGIE Study 2020/654 on quality in 3D digitisation of tangible cultural heritage [5],
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which promotes guidelines to ensure the highest level of quality and the best possible 
outcome. 

The current capabilities of consumer computers and networks impose limitations 
and challenges in the design of any CHI-oriented cloud platform that aims at supporting 
3D collections. Quite often, processing of 3D data online is done on the client side, so the 
actual device used by the user plays a key role and must be considered when designing 3D 
experiences, which are affected by network limitations, computer memory or processing 
capacity. 

The 3D initiatives have greatly evolved over the years but still lacks the standardis-
ation level that 2D content has. This lack of standards for the use of 3D data makes it a 
challenge to decide on a universal 3D format. There is no complete alignment between 
the 3D software to process 3D data and the software to visualise or deliver 3D experi-
ences to users. Herein, some content providers may use a format for the archival of 3D 
data, but this may not be the best choice for visualisation or delivery to end users. For 
example, OBJ is a widely known format, commonly accepted by 3D software and 3D 
visualisation libraries, but it is less space-efficient for data, making it a poor choice if the 
data to be sent over a network are too large. Such cases can benefit from a binary format 
such as PLY. The Nexus multi-resolution format [6], created by CNR-ISTI, delivers 3D 
data more efficiently over the network, but it is not supported by common software and 
current technical challenges make it unsuitable for 3D CAD data. Some algorithms and 
3D formats focus on compression ratio, while others focus on performance. It is usually 
a trade-off: compression makes more efficient use of space (benefiting, for example, the 
storage or transfer of a file) but increases processing effort (both for compressing and 
decompressing the data). These are not intrinsic problems for 3D, as 2D content also 
suffers from them, but they are more prominent in 3D because 3D is more complex in 
nature, and 3D content requires extensively larger amounts of space than 2D content, 
which affects its storage, processing and transfer over a network. 

In response to these challenges, EUreka3D project developed a suite of services and 
resources expressly dedicated to CHIs who need to store, manage, document and share 
3D models relating to digitised or reconstructed cultural heritage assets. It is specifically 
intended to facilitate the sharing of such 3D cultural collections in the common European 
data space for cultural heritage, and it is now a fully functional platform, tested and 
running, that is named EUreka3D Data Hub. 

4 EUreka3D Platform 

The EUreka3D platform offers a comprehensive solution to CHIs involved in 3D digi-
tisation, together with the direct entry-gate to the common European data space for 
cultural heritage. The platform offers a suite of services and resources for the manage-
ment and sharing of cultural 3D assets over a European cloud for data, metadata and 
paradata storage, and for delivering 3D collections to users’ platforms like Europeana. 
With regard to the publication process of the datasets in Europeana, this is coordinated by 
PHOTOCONSORTIUM, coordinator of the EUreka3D initiative, accredited aggregator 
for Europeana and partner in the common European data space for cultural heritage. 

The EUreka3D platform is fully operative since 2023, featuring the following 
services:
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• Secure authentication and authorisation mechanisms, to protect 3D objects from 
manipulation or unauthorised access;

• Storage of models in original formats (often with very large file sizes), and 
visualisation features that enable the object to be displayed online;

• Metadata model and paradata compatible with the Europeana Data Model;
• Interoperability with established tools and procedures;
• Harvesting functionality to provide the individual object or datasets to Europeana for 

publication. 

The Fig. 1 below depicts the EUreka3D workflow, covering three big blocks: the 
digitisation process (capture), the upload and management of data in the platform (cloud) 
and the release of data and services to end users and external applications (delivery). 
The services to upload and manage data, metadata and paradata are accessible via the 
interface provided by the EUreka3D Data Hub. 

Fig. 1. EUreka3D Data Hub and workflow - general overview 2025. CC BY-SA EUreka3D-XR 
consortium. 

4.1 Architecture and Underlaying Technology 

The EUreka3D platform is technically supported by different components, among which 
the following stand out:

• The EGI Check-in service [8], the Identity and Access Management system that 
supports the processes of authentication (verifying who the user is) and authorisation 
(reporting what a user can do in a system). EGI Check-in allows users to authenticate 
with their home organisation (typically, a research institute participating in eduGAIN 
[9]) as well as with an academic account (e.g. ORCID), a social account (e.g. GitHub,
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Google, LinkedIn, etc.) and others. EGI Check-in provides a simple and integrated 
method to ensure that EOSC users use EUreka3D services per their defined access 
policies.

• EGI Cloud Compute [10], which provides virtual servers in the cloud, on-demand. 
The virtual allocation of servers is done through Virtual Machines (VM), which 
are software components that run over physical hardware and emulate and provide 
the functionality of a physical computer system. One of the advantages of cloud 
technology is that the virtual infrastructure can be created directly through software 
instructions, without the need to physically access the servers. Moreover, this virtu-
alisation greatly facilitates elasticity, a term used to describe the ability of a system 
to increase or decrease its resources to adapt to the current workload.

• The EGI DataHub [11], which provides a federated distributed system for data man-
agement and data publication that is used to support the EUreka3D Data Hub. It 
is directly used by EUreka3D end users and is therefore accessible through a user-
friendly Web interface. Users can easily upload any type of data file, associate meta-
data to it in different formats, assign permanent identifiers to it and many other tasks. 
The tool is also able to communicate with the Europeana platform to perform the 
required content aggregation. 

These three components form the core of the EUreka3D technical platform and will 
be complemented in the course of 2025–2026 with additional features and new tools 
expressly dedicated to reusing 3D and other contents in XR scenarios. 

4.2 A “One-Stop-Shop” Solution Ready for Use 

The EUreka3D platform was successfully developed and deployed as a pilot action and 
proof of concept in the course of 2023–2024 and the content partners of the EUreka3D 
initiative successfully uploaded their models and associated metadata and paradata, for 
aggregation and publication in Europeana and as open access collections. The interest 
shown by a number of CHIs that are external organisations who became associated 
partners of the project, often with the particular scope of using the EUreka3D solution 
for their 3D objects, is a clear signal of the fact that the EUreka3D solution is an answer 
to CHIs’ challenges. 

The EUreka3D platform offers a very welcome “one-stop-shop” solution to these 
challenges, allowing to store, manage, visualise and share 3D objects in an integrated 
environment with secured access. Moreover, the EUreka3D initiative provides added 
value granting data storage in servers located in Europe, permitting easier access to 
Europeana thanks to the full integration of the respective services. The platform serves 
multiple purposes:

• It offers a solution, accessible to CHIs that cannot or don’t want to afford high costs 
to manage their own servers or storage.

• It contributes to the transformation of CH, enabling CHIs to use the cloud to store 
and manage their assets.

• It offers a European alternative, research oriented, to commercial products.
• It serves as an enabler for the publication of CH objects in Europeana.
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The EUreka3D platform not only provides storage for the different 3D assets, but 
also metadata management, sharing, publication, and security to protect the data from 
unauthorised access. In addition to the suite of services and resources, other outcomes 
of EUreka3D can be of great interest to research communities. During the continuation 
project EUreka3D-XR (2025–2026) the current set up will be enriched with new func-
tionalities and easily accessible, open tools that CHIs can use to create new compelling 
narratives that attract users, also leveraging XR, AR and other technologies to bring the 
cultural collections in the metaverse. 

4.3 Functionalities for Users and Value Proposition 

Through its innovative approach and resources, EUreka3D deployed the power of cloud 
services and tools in bringing together a wide range of organisations and professionals, 
who share a common goal and challenge of preserving CH in 3D for future generations. 
The project has set the basis for moving to the next phase of deploying its services and 
make them available for any CHIs to test it and use it. 

In simple terms, CHIs can find in the EUreka3D platform is the following features:

• Upload different versions/formats of 3D models, to be shared with different 
authorization of access depending on user’s need/preferences.

• Visualise the model online, in a viewer that is compatible with Europeana.
• Input metadata, already in the Europeana Data Model, via a simple metadata input 

form.
• Link contextual information and paradata to each model, to be shared to the public.
• Assign PIDs to the public objects to grant their long-term preservation online.
• Publish such openly accessible objects in the Europeana Portal. 

In this light, the EUreka3D platform integrates various components to create a flexi-
ble and scalable “product” that could eventually be placed on the market of not-for-profit 
solutions, according to a sustainable planning aimed at covering the costs with compet-
itive and affordable revenue streams and mechanisms. The value proposition identified 
in the project is to offer to CHIs an EU-based comprehensive solution for 3D data 
management and a direct entry-gate to the common European data space for cultural 
heritage. This clearly differentiates the EUreka3D platform from similar services for 3D 
data management, and showcases the competitive advantage of this solution, focusing 
more specifically on the needs of the “customers” (i.e. the European CHIs), in particular 
by making use of non-for-profit cloud providers based in Europe, federated to the EGI 
European Grid Initiative, and offering safe data management mechanisms and integrated 
tools. All these features make the EUreka3D platform not only specialised and compet-
itive, but also more resilient in terms of scalability, adaptability and flexibility to future 
developments of the digital transformation of the cultural sector. In terms of costs, initial 
investigations have been done as part of the project’s impact assessment task, to estimate 
the running cost of the platform in its current shape, identifying a requirement to be in 
line with the price applied by other services, often provided by private companies set 
outside EU, like for example Sketchfab, which in the past various CHIs chose for visu-
alising and sharing their 3D collections ion absence of a reliable alternative. However, 
as mentioned, the EUreka3D platform is not comparable to these services, being a much
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more specialised infrastructure addressing the needs of the specific community of the 
CH sector. In this light, the EUreka3D platform, its Data Hub and a rich capacity building 
programme aim at offering a menu of tailor made services to the target customers, with 
integrated tools. CHIs would find these tools and services much more suitable to their 
needs than others, as EUreka3D is addressing specifically CHIs requirements rather than 
offering a generic platform for 3D contents, whatever is the target sector. Also, from a 
user perspective in the domain of cultural heritage, the EUreka3D infrastructure is much 
more efficient being directly integrated with Europeana and the common European data 
space for cultural heritage. 

With the new services and tools to be developed in the course of the EUreka3D-XR 
project, the platform will be further enriched with features that finalize the lifecycle of 
3D digitisation by supporting reuse of online collections in compelling narratives for 
user engagement. 

5 EUreka3D-XR: A Step Further 

EUreka3D-XR – European Union’s REKonstructed content in 3D to produce XR expe-
riences (2025–2026) is a project co-funded by the European Union to continue the work 
of EUreka3D project to support CHIs that want to innovate the way they approach 3D 
digitisation, access, storage, sharing and reuse in compelling and engaging narratives. 
The project is working to make available a set of tools for creating XR experiences with 
cultural content, deployed in concrete use cases for XR scenarios in France, Spain and 
Cyprus. The project also offers a capacity building and knowledge sharing programme, 
including demonstrations and hands-on experiments for the use of the tools and of the 
technical infrastructures. 

The main research area of the new action in EUreka3D-XR is focused on transform-
ing cultural contents such 2D, 3D, video, texts, maps, stories into compelling narratives 
and extended reality scenarios, and to deliver said scenarios to the common European 
data space for cultural heritage, to enrich the corpus of open access digital cultural 
contents online and to inspire others in experimenting new technologies. 

EUreka3D-XR will deliver five open source digital tools that include online services 
and mobile apps to support innovative reuse and more compelling engagement with 
cultural 3D resources in various settings, collaboratively, with sustainable costs and 
efforts, leveraging XR and other advanced technologies applied to heritage collections. 

EUreka3D-XR will handle three showcase scenarios, which will be available in the 
common European data space for cultural heritage as contents and documentation:

• The virtual visualisation of the middle-ages walls of the city of Girona
• The XR narrative of excavations in process in the Bibracte archaeological site
• The creation of a new life of Saint Neophytos Englystra in Cyprus in the virtual space 

The deployment of tools and XR scenarios will guide the improvement of the services 
provided in the EUreka3D platform. 

EUreka3D-XR will also promote capacity building and the re-use of digitalised 
cultural heritage to professionals in the cultural sector and in other domains such as 
education, tourism research and preservation. During the two years of 2023–2024, in its
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capacity building activities the project has reached hundreds of interested stakeholders 
from multiple countries from all over the world and this commitment continues in the 
next years, in the frame of the EUreka3D-XR project as part of the wider EUreka3D 
Competence Centre initiative. 

6 Conclusion 

The EUreka3D project concluded at the end of 2024 after two years of groundbreak-
ing work in the field of 3D cultural heritage preservation and digitisation. One of the 
project’s distinctive traits is the emphasis on the concept of ‘Memory Twin’ as opposed 
to the more traditional digital reproductions, or digital twins, of heritage collections, 
by integrating 3D digitised models and their associated metadata with extensive para-
data. Paradata encompasses information about the origin, process, and creation of digital 
objects, as well as the tools and methodologies used. Paradata is crucial for transparency, 
reproducibility, and contextual understanding of digital heritage collections. EUreka3D 
project’s shift from digital twins to memory twins through the inclusion of paradata 
represents a significant change in the approach to 3D digitisation in the cultural heritage 
sector. In this light, quality in digitisation and documentation has been a cornerstone of 
EUreka3D’s approach, demonstrating that meticulous planning and execution are essen-
tial to capturing the complexity and dynamism of cultural objects. The need for improving 
the knowledge and the capacity of all CH operators and professionals to embrace this 
more advanced approach has been addressed in the project via a wide programme of 
training and learning activities and the production of open access resources, that will 
continue in the coming period in the context of the continuation project EUreka3D-XR. 

A significant need in the cultural heritage sector is for sustainable and user-
friendly platforms for uploading, storing, and hosting 3D models. The EUreka3D project 
responded to this challenge by developing the EUreka3D Data Hub. This platform pro-
vides a secure hosting space for 3D models from any cultural heritage institution, sup-
ports clear metadata and paradata management, ensures persistent identifiers and Linked 
Open Data, adheres to the Europeana Data Model, and makes these models accessible 
and viewable through the EUreka3D viewer. The EUreka3D Data Hub was conceived 
and created as an affordable non-commercial EU based platform that is interoperable 
with Europeana and supports the common European data space for cultural heritage. 
With the interest expressed from a number of external stakeholders and a guaranteed 
3 year funding of the infrastructure, it is expected that the EUreka3D Data Hub will 
gain enough traction to be a self-sustainable solution for many CHIs who are currently 
blocked by the complexities of in-house infrastructures or dissemination to corporate 
based platforms based outside the EU. 

The success of the EUreka3D project was thanks to careful planning, execution, and 
a genuine need from stakeholders for the knowledge and tools developed in the project: 
as a result, EUreka3D has been able to deliver and produce a methodology for high 
quality 3D cultural heritage. 

Methods, tools, services, digital infrastructure, learning resources have been tested 
and assessed and they constitute the sound basis of the EUreka3D Competence Centre, 
a concrete and already running enterprise for 3D digital transformation in the cultural
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heritage sector. This approach has been documented into guidelines and backed up via 
several workshops, webinars and blog posts. Case study evidences, detailed by all the 
content partners who followed this digitisation best practice during the project, were 
recorded in the final publication of EUreka3D - Good practices for the 3D digitisation 
of Cultural Heritage [12]. 

Finally, the EUreka3D Competence Centre is also addressing the users of 3D content. 
This will be explored further in the 18 months continuation of the project, EUreka3D-
XR, where stakeholders will be engaged in the development of XR scenarios based on 
3D and other cultural contents. This new initiative promises to build on the foundations 
of EUreka3D and ensure sustainability, with a focus on extended reality (XR) technolo-
gies. EUreka3D-XR aims to enhance the accessibility and interactivity of 3D heritage 
collections, leveraging augmented and virtual reality to create even more engaging and 
immersive experiences. 

In summary EUreka3D developed a best practice workflow, implemented a data 
hub, made available cloud computing and storage resources that are guaranteed to be 
accessible for the next 3 years, and delivered high quality 3D models promoted in front 
of the Ministries of Culture from all over the EU. The legacy of the project survives 
in the documented knowledge base and in its operational platform, and continues in 
EUreka3D Competence Centre. 
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Abstract. In recent years, the field of virtual 3D reconstructions has witnessed 
growing interest in developing solutions to enhance the accessibility, clarity, share-
ability, transparency, and overall reusability of these models within scientific con-
texts. These efforts have been particularly evident in several large-scale recent 
European projects. Notably, the CoVHer Erasmus + project focused on lost or 
never-built architecture, emphasising that the production and publication of com-
prehensive and transparent paradata and metadata are indispensable for scientifi-
cally accurate reconstructions. This detailed documentation is often disseminated 
through scientific publications and accompanying visual materials, such as images 
and videos, with uncertainty represented through false-colour renderings. How-
ever, despite the scientific community recognising the importance of these best 
practices, no shared standards have yet been established, and 3D models are rarely 
made publicly available. This raises a critical question: why do we produce such 3D 
models if they cannot be compared, queried, studied, or reused by others? To con-
tribute to addressing this issue, this research introduces an innovative open-source 
digital tool, developed for seamless integration into a widely used open-source 
3D modelling and rendering software (Blender), aimed at simplifying the pro-
cess of uncertainty analysis. This initiative aspires to encourage the application of 
best practices for the creation of high-quality 3D models making them more eas-
ily shareable, interrogable, and reusable; fostering the development of structured 
uncertainty assessment based on a versatile and unambiguous uncertainty source-
based 7-level false-colour scale complemented with analytic formulas capable of 
synthesising the average uncertainty of the 3D model with the two coefficients 
AU_V and AU_VR; and advocate for the publication of 3D models to enhance 
their reusability on shared open platforms. 
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1 Introduction 

Hypothetical virtual 3D reconstructions (e.g. Fig. 1) are widespread tools in the aca-
demic field aimed at simulating, visualising, and disseminating possible hypotheses of 
lost cultural heritage artefacts from the past. The process of hypothetical reconstruction 
is based on sources of various types (e.g., textual, graphical, pictorial, sculptural, oral) 
and can have different levels of accuracy, completeness, consistency, quality, and read-
ability. Depending on the sources used, the reconstruction process embeds a certain level 
of uncertainty, because no matter how accurate and complete they are, there is always 
a certain level of interpretation that the author of the hypothetical reconstruction needs 
to introduce to translate the sources into three dimensions [2]. To complete a three-
dimensional model of a lost architecture from the past, it is crucial to comprehend and 
solve every one of its aspects and find a solution for every connection and node, which 
requires accessing a level of detail that is often not present in the authorial historical 
direct/primary sources alone. Thus, the use of secondary/sources and personal interpre-
tation is always necessary. This complex process, based on inferences and subjective 
choices, must be published and communicated in the most transparent way possible in 
order to allow others to verify and validate the results, and most importantly, make the 
model reusable in scientific contexts [3]. 

Fig. 1. Example of hypothetical virtual 3D reconstruction of a Palladian Villa made by the authors, 
from a never-built design by Andrea Palladio, dated to 1560 [1]. 

Despite most scholars nowadays knowing and agreeing with shared international 
charts and principles [4–7], foundational references in the field that trace guidelines that 
also involve hypothetical reconstructions, many 3D reconstructive hypothetical models
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are still lacking proper documentation and are not available for download, querying or 
direct investigation. One of the reasons might be the lack of time or budget, which pre-
vents the scholars to organise and publish in a synthetic but complete and comprehensible 
way all the material gathered and used. 

A possible solution to this problem might be the introduction of new and more 
efficient tools and workflows to help reduce the time and cost of the documentation, 
assessment, visualisation and publication steps. Thus, in this research we introduce a 
novel open-access plugin for the open-source polygonal modelling software Blender [8] 
that aims to simplify the uncertainty assessment workflow developed and improved in 
the context of the CoVHer project [9, 10], and enables some assessing features for the 
model proofing, which would speed up the workflow and would foster the adoption of 
our tested methodology aimed at producing high-quality transparent and reusable 3D 
reconstructive hypothetical models. 

2 Digital Tools for Documenting and Publishing Hypothetical, 
Reconstructive 3D Models 

Many researchers have developed, in recent years, novel tools and adopted various 
methodologies to simplify the organisation and dissemination of the reconstructive pro-
cess. For example, the IDOVIR platform [11] was developed to improve the organi-
sation and cataloguing of sources and the publication of related documentation. This 
tool is designed to be versatile and easy to use without compromising the quality of the 
documentation. It is particularly effective for architectural reconstructions with several 
variants and sources. It is an effective tool for the publication of the process of recon-
struction, however, it does not allow the authors to upload and investigate the 3D models, 
and thus it is mainly based on images commented with short texts. 

Concerning the publication of the 3D models, there are repositories aimed at surveyed 
heritage [12] and others that are also open to hypothetical reconstruction [13] or other 
institutional repositories and archives not accessible to the public. 

Scholars sometimes also upload their 3D reconstructive models on commercial plat-
forms [14], which are easier to use and more easily accessible. The commercial solutions 
are usually preferred because they usually guarantee longer-term support, but they base 
their business model on advertising, or require periodic payments for additional features 
or archival space, furthermore, they are usually not aimed at a specific type of recon-
struction, thus the heritage models are lost in between other 3D models from various 
sources which makes it harder to interrelate analogous models and discern from quality 
3D models to models built by amateurs. 

A recent addition to the available tools that support the process of virtual hypothetical 
reconstruction is the CoVHer 3D repository [15] which was developed specifically for the 
publication of the 3D models of never-built or lost architectural heritage. This platform 
not only allows for the upload of 3D reconstructive models, but also provides an improved 
personalisation of the data, metadata, and paradata related to each project by putting effort 
into the creation of interrelations between different projects that share analogous data, 
paradata, and metadata.
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Other tools aimed at improving the management and dissemination of the com-
plexity of the reconstruction process exist. For example, a popular tool in the field of 
archaeology is the Extended Matrix tool. It is based on a Blender Plugin aimed at simpli-
fying the application of the Extended Matrix workflow [16] which consists of a formal 
language which keeps track of virtual reconstruction processes intended to be used by 
archaeologists and heritage specialists to document their reconstruction. 

3 A Novel Digital Tool for Uncertainty Assessment 

Some of the mentioned tools are virtuous efforts that aim to simplify and standardise 
certain aspects of the hypothetical reconstruction process (e.g., production, documen-
tation, dissemination), however, not all aspects of the reconstruction process still have 
proper custom-made tools, namely the uncertainty assessment based on the CoVHer 
7-level scale. To be widely adopted, a methodology that aspires to be set as a standard 
must be as easy to use and as unambiguous as possible without loss of accuracy and 
robustness in every one of its steps. 

Thus, for this reason, we introduce a novel digital tool aimed at simplifying the 
assessment of uncertainty for hypothetical virtual 3D reconstruction of lost or never-
built architecture, based on the scale of uncertainty presented for the first time in [17] 
and improved in the context of the CoVHer project [18]. This tool is thought to be used 
after the 3D modelling process and before the publication of the 3D model. It helps to 
simplify and speed up the application of the proper uncertainty level to each element of 
the 3D model while assigning, at the same time, custom properties to the same elements. 
Furthermore, it simplifies the calculation of the average uncertainty through a novel 
procedure [19] developed in the context of the CoVHer project. Lastly, it speeds up the 
production of false-coloured views of the 3D model. 

3.1 The CoVHer Scale of Uncertainty 

The scale of uncertainty, to which the plugin refers, is made of 7 uncertainty levels plus 
one for abstention, and can be reduced to 5 or 3 levels for analysis that requires a reduced 
granularity without losing comparability to projects analysed with the 7-level scale. To 
each level, a colour, a numerical value, a percentage range, and a textual definition 
are assigned. The colour serves to easily recognise the elements in false-colour views; 
the numerical value is used to name each level and can be used when the colours are 
unavailable; the percentage range is used to calculate the average uncertainty; and the 
textual definitions serve to assign to each element of the 3D model a univocal level of 
uncertainty and are written in a way to minimise overlapping and ambiguity. 

The definitions are based on the sources, their type, author, origin, quality, readability, 
and coherence. The scale was published in its last version in [18], where a flow chart 
that synthesises the scale and aids the users in assigning the proper level to each element 
was also published (Fig. 2). 

This uncertainty scale was improved and updated over the years by testing it on hun-
dreds of reconstructive projects of never-built buildings from Andrea Palladio, Antonio 
Guidi, Claude Nicolas Ledoux, Giovanni Antonio Antolini, Agostino Barelli and other
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Fig. 2. Yes/No flowchart for the application of the CoVHer scale of uncertainty. Image first 
published in [18] 

projects involving lost or never-built architecture (an example of hypothetical recon-
struction visualised in false colours for clarifying the uncertainty is shown in Fig. 3). 
These projects were developed for research projects, commissions, museum exhibitions, 
workshops and didactic courses at university level. 

Fig. 3. Uncertainty assessment and visualisation based on the scale of uncertainty [18] developed 
in the context of the CoVHer project [9, 10]. The assessment and visualisation of the project were 
made with the help of the Blender Uncertainty Calculation add-on [20]. 

Given the high amount of reconstructive models produced in the past years, to 
improve the comparability of these projects at a glance, we developed a methodology 
capable, through the use of a set of mathematical formulas, of calculating coefficients, 
aimed at representing the average uncertainty of each reconstruction, the Average Uncer-
tainty Weighted on the Volume (AU_V) and the Average Uncertainty Weighted on the
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Volume and Relevance (AU_VR). These two formulas represent the maximum synthesis 
of the uncertainty analysis and are thought to be complementary to the broader uncer-
tainty assessment based on commented false-colour images and textual explanations. 
Refer to [19] for an in-depth explanation of how these formulas work. 

3.2 AI-Aided Development of an Open-Source Plugin for Blender 

The weighting with the volume, which characterises the two AU_V and AU_VR formu-
las, is a mathematical construct that was introduced to make the result independent from 
the segmentation of the model, and thus more user-independent and objective. However, 
the calculation of the volume of each architectonic element that composes the 3D model 
is unimaginable to be performed manually. For this reason, we developed an algorithmic 
approach in Grasshopper [19], which produced accurate results but has long computa-
tional times for the more granularly subdivided models due to Grasshopper limitations. 
Furthermore, most importantly, this tool was only accessible to those owning a Rhino 
licence. 

As an alternative, we developed a novel open-access and open-source tool for Blender 
called Blender Uncertainty Calculator. It is a better-performing and more accessible 
solution that is available to download for free from GitHub [20]. Blender was chosen 
as the development platform because it is a widespread, donation-based modelling and 
rendering software that is nowadays an industry standard in many fields, including the 
academic field of hypothetical reconstruction, and it is available for free download for 
anybody. 

A less trivial reason why to choose Blender was that, our tool was developed with 
the aid of AI chatbots for writing some parts of the Python code, and since Blender is an 
open software with plenty of documentation available online, this makes the AI chatbots 
much more effective into synthetising pieces of code for Blender compared to other 
commercial software packages that have a less active community or publicly available 
documentation. ChatGPT4 was used as the main scripting aid chatbot [21]. 

The tool was developed to work with every version of Blender from 2.8 onward and 
can be installed as an addon without requiring the installation of a custom Blender build. 
It was developed in a way that is easy to use for users who have basic knowledge of 
Blender and no knowledge of scripting. 

3.3 Features of the Blender Uncertainty Calculator 

The Blender Uncertainty Calculator add-on can be downloaded for free from GitHub 
[20] and can be installed by accessing the Blender add-ons installation interface in the 
preferences (Edit -> Preferences -> Add-ons -> Install from Disk) as shown in Fig. 4. 

After the installation is completed, a new panel called “Uncertainty-7” becomes 
available in the sidebar next to the 3D viewport. In this panel, a series of tabs enables 
new tools for the uncertainty assessment. The tabs are subdivided into groups (Fig. 5). 

The first group of buttons, “Assign” (Fig. 6), enables the application of the desired 
uncertainty level to each element. By hovering the mouse over each button, the standard 
textual definition for each level is shown. This is an aid to those who want to refer to the
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Fig. 4. Blender Uncertainty Calculator add-on Installation (Edit -> Preferences -> Add-ons -> 

Install from Disk) 

Fig. 5. Blender Uncertainty Calculator interface and synthesis of its functionalities

uncertainty scale used in [18], which is an uncertainty scale that was developed explicitly
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Fig. 6. The “Assign” panel, used to assign the uncertainty levels and a custom Relevance Factor 
to 3D objects or groups of objects 

Fig. 7. Custom properties, accessible by clicking on each object that was assigned to a certain 
level of uncertainty

for never-built or lost architectural heritage reconstructed mainly from direct or indirect 
authorial sources. However different definitions can be used in case of need.
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When clicking on one of these buttons, it will apply a coloured material to the selected 
elements together with a series of custom properties that can be accessed from the object 
property tab (Fig. 7). The colours can be personalised via the colour pickers placed on 
the left of the buttons. 

In the “Assign” panel, there is also a group of buttons that is aimed at applying 
an optional relevance factor to individual objects or groups of objects. The relevance 
factor is used to assign a hierarchy to the elements of the 3D model and is used for the 
calculation of the AU_VR coefficient. The relevance factor is assigned by the operator 
and is aimed at obtaining a knowledge-enriched result (AU_VR) to be compared with 
the more user-independent AU_V result. 

The “Calculate” panel sorts out all the commands that perform calculations of any 
sort (Fig. 8). First, the calculation of the volume of each of the selected elements, and, 
afterwards, the calculation of the AU_V and AU_VR coefficients. 

Fig. 8. The “Calculate” panel, used to calculate volumes and AU_V and AU_VR coefficients. 

The panels’ positioning in the interface follows from top to bottom the order of the 
workflow steps where they are supposed to be used. It is important to follow the correct 
order to avoid errors. For example, if no uncertainty value or volume is present as a 
custom property, the calculation of the AU_V and AU_VR will not output any result, 
and an alert message will be visualised. 

The “Select” panel (Fig. 9) is useful for selecting at once groups of objects that 
were assigned to a certain level of uncertainty, and the objects with an applied relevance 
greater or smaller than 1 which is the default. Lastly the Utilities panel introduces a series 
of commands that can simplify certain operations that are often performed during the 
uncertainty assessment workflow, and that Blender cannot natively do with one single 
click. 

The “Find non-manifold objects”, “Weld vertices” and “Apply scale” tools are basic 
operations that are suggested for proofing the 3D models before proceeding with the 
analysis. “Find non-manifold objects” helps identify with one click which of the visible 
objects has some kind of geometric problem, which might cause a wrong calculation of 
the volume.
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The use of these tools can be skipped if the user is confident that the model is properly 
modelled, however, their use is suggested to inexperienced users or when the model is 
imported from another software. The performance of some of these tools might not be 
optimal with models with many objects or errors, thus, it is preferable to isolate a few 
objects at a time before analysing or fixing them. 

Fig. 9. The “Select” and “Utilities” panels. 

3.4 Interoperability with Other Software Packages 

If the 3D model is built outside Blender, the plugin can still be used, given that the 3D 
scene is imported into Blender correctly. 

When exporting from another software, particular attention must be paid to exporting 
and importing closed watertight manifold solids. This is crucial because when meshes 
that are supposed to be solid have unwelded vertices or flipped normals, the volume 
calculation might give unexpected results. The volume calculation code is robust enough 
to output correct results even if not all edges are manifold, however, this is not always 
guaranteed, so to avoid any error, it is suggested to check carefully the imported result 
and eventually change import-export options. 

For example, some possible exchange formats from Rhinoceros 8 to Blender 4.4 
are the.fbx, the.obj and the.Glb (or.glTF). The fastest way to export an entire scene, 
preserving the hierarchical/layers structure is by using the.glTF or.Glb exchange formats. 
However, with these latter formats, Rhinoceros 8 exports the visualisation mesh and 
does not allow editing some of its parameters, thus, this might cause some problems in 
Blender. In particular, the Rhinoceros visualisation mesh presents split normals at sharp 
edges; thus, meshes that present sharp edges will not be watertight, closed, manifold, 
solid meshes when imported into Blender, which could cause errors in the calculation 
of the volume. Nevertheless, Blender can merge duplicated vertices at import (by using 
the settings shown in Fig. 10) and from empirical testing, we observed that the volume 
calculation in Blender will still be accurate most of the time, except when complex objects
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are present (e.g., Corinthian capitals or floral ornaments), where Blender’s automatic 
vertices merge might fail. 

Fig. 10. Suggested options for import-export.Glb from Rhinoceros to Blender 

Fig. 11. Suggested options for import-export.obj from Rhinoceros to Blender 

As an alternative, a more robust export-import format is the.obj format.
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By following the options shown in Fig. 11, the meshes will be guaranteed to be closed, 
watertight solids (given that the original objects in Rhino are closed). The criticality of 
the.obj export from Rhinocers is that it will not preserve hierarchical structure and layers; 
thus, as a workaround, they can be exported layer by layer. Another criticality is that 
the.obj format does not import a properly scaled scene in Blender, thus the scene must 
be rescaled manually during or after the import. 

4 Discussion and Conclusions 

The Blender Uncertainty Calculator add-on was designed to simplify and enhance the 
process of uncertainty assessment for virtual, hypothetical 3D reconstruction, while 
being as easy as possible, but without compromising accuracy and scientific robustness. 
It is aimed at a specific step of the reconstruction workflow that was developed in the 
context of the CoVHer project. 

The ambition is to see this tool used by those who want to adopt the CoVHer 
uncertainty assessment workflow to their hypothetical 3D virtual reconstruction projects. 

The added value of using this methodology with this novel Blender add-on lies in 
five points: 

1. It speeds up the assessment of the uncertainty for hypothetical reconstructive 3D 
models. 

2. It simplifies the creation of false colour views for communicating the uncertainty 
assessment. 

3. It simplifies the extraction of the AU_V and AU_VR coefficients to improve the 
comparability of different reconstructions. 

4. It introduces basic model proofing tools to foster higher-quality 3D models. 
5. The Blender file elaborated with this plugin can be shared with others and interrogated; 

the custom properties will be visible and accessible to any user. 

The tool is still under development, so new tools might be added or changes in 
the interface might occur in future releases (the current release is 2.3.8). More model-
proofing tools are already programmed in the future roadmap. Furthermore, currently 
the plugin supports only the 7-level scale, the possibility to use the 5-level and 3-level 
scales is also under development. 

Despite being under development, this add-on encourages the creation of high-
quality 3D models because in order to obtain a correct calculation of the volume all 
the elements of the model must be manifold closed solids, which makes it more easily 
shareable, interrogable, and reusable (e.g. for 3D printing, rendering, fluid and struc-
tural simulations and other uses). This add-on also fosters the development of a struc-
tured and well-organised uncertainty assessment based on a versatile and unambiguous 
uncertainty source-based 7-level false-colour scale complemented with analytic formu-
las capable of synthesising the average uncertainty of the 3D model with the two coef-
ficients AU_V and AU_VR; which makes it easily sharable on open online repositories 
and comparable/relatable to other reconstructive models.
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